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Abstract

As computer generated virtual humans become ubiquitous in many areas such as virtual agents, avatars in virtual worlds, and characters in games, these create strong demands for realistic human hair synthesis. Although methods for creating convincing face images and animations exist, it remains difficult to obtain the realistic appearance and behavior of human hair. As a consequence, hair is usually simplified or hidden with hats. However, hair is a very important cue for recognizing people. To faithfully model the natural appearance of a person, hair has to be accurately modeled, rendered, and animated.

The difficulties with human hair arise from several of its qualities. First, an average person’s head has about 100,000 hair strands. With this number, even simplified models take vast amount of computing resources. Second, each hair strand’s behavior is not trivial. Third, the interaction between the hairs should not be ignored. These interactions generate very important patterns that make one hairstyle distinguishable from others.

This thesis identifies the problems related to modeling human hair and presents related research efforts. Thin shell volume (TSV) method and Multiresolution hair modeling (MHM) method aim at modeling human hair due to hair-hair interaction. TSV method focuses on relatively flat hairstyles and structural details are added with virtual hair combing function on these hairstyles. MHM extends the idea of TSV method, enabling the user to model wide range of hairstyles at multiple level of detail. An interactive system is developed based on MHM method.

To render resulting strand-based hair models, a complete hair-rendering pipeline is developed. A novel shadow generation algorithm is presented that exploits existing graphics hardware. This approach is called opacity shadow maps and is much more efficient than previous hair shadow algorithms. A simple antialiasing algorithm using alpha blending is also presented. In conclusion, future extensions of the methods are proposed.
Chapter 1

1. Introduction

Computer generated virtual humans become ubiquitous in many areas such as films, virtual agents, avatars in virtual worlds, and characters in games. As the need to create realistic images of human faces increases, so does the need for human hair. Recent study reveals that hairstyle is the deciding factor on how a person appears on first impression (Figure 1-1). In a crowd scene, hairstyles are one of the most prominent features for a person. Cartoon drawings often use the same face prototype for different characters only varying hairstyles. Thus, hair is an indispensable cue for recognizing a human. Despite the importance of hair for humans, relatively little research efforts were made compared to the huge pool of researches on face modeling and animation. Due to many intrinsic difficulties associated with human hair, hairs are often simplified or even hidden (for example, with a hat). However, much realism is lost without hair. For example, a virtual avatar in a teleconferencing session will fail to provide the sense of immersion if the hairstyle does not match. Thus, realistic hair image generation will help any use of virtual characters, enhancing the realism of the virtual human.

However, hair remains a major obstacle in realistic human face synthesis. The volumetric nature of hair is simply not captured by surface models. Surface modeling methods can use high-density data acquired from range scanners. Such model acquisitions are not yet practical for hair
since we lack suitable volumetric scanner technologies. Realistic hair image synthesis is difficult due to many reasons. First of all, there are too many hair strands to model effectively. Each hair strand is so pliable that it can be transformed to virtual any shape. Moreover, the interactions between hairs play important roles in generating various hairstyles. Due to hair-hair interaction, hairs tend to affect the shape of other hairs in a complicated manner. Simulating motion of hair becomes even more difficult due to these interactions. The discontinuity of hair and the thin geometry of individual hair strand necessitate specialized rendering methods to deal with such high frequency. Correct computation of lighting inside the hair volume is crucial to depict the underlying structure of any hairstyle, but still remains a challenging problem.

This chapter provides an overview on the problem of computer generated hair image synthesis. The difficulties in synthesizing faithfully looking human hair are described. A brief survey of related work is also provided. Finally, contribution of this thesis is summarized.
1.1 Problem Statement

Realizing computer generated human hair requires three related processes; modeling, rendering and animation. The difficulties with human hair arise in all of these processes. First of all, the sheer number of average human hair strands (100,000–150,000) complicates any task. With this number, even simplified simulation takes vast amount of computing resources. Moreover, the complicated structure and interaction between hairs present challenges in every aspect of graphics system.

In modeling, controlling the shape of every hair strand is an enormous task. A modeling method should provide the control over a large group of hair strands effectively, but still allow control over detailed variations. The structure (or style) of hairs as a group is often more meaningful than the properties of individual hair strands. The interactions between hairs (often referred to as hair-hair interaction) play an important role in generating these structures. Therefore, a modeling method should take into account the interactions as well as the individual properties. Unlike other natural objects, the shape of human hair is routinely altered by humans. Through hairstyling, a hair volume can be transformed into virtually any imaginable shape. Ideally, a hair modeling method should be flexible enough to capture these complex styling procedures. Dealing with a large number of objects, the method needs to have a concise representation, to be used in computers with limited resources.

Due to the number of hair strands and the complicated shape of individual strand, rendering human hair often requires painful labors as well as demanding computational power. For example, more than 25% of rendering time for the movie ‘Final Fantasy’ was devoted solely to rendering human hairs. Also, virtual lights were manually positioned by a group of lighting artists to reproduce the complicated light propagation inside hair [Duncan 2001]. The followings are problems associated with hair rendering. Optically, hair has many interesting phenomena such as anistropic reflection, strong forward scattering, and translucency. A correct reflectance model is
thus needed to compute reflectance off the individual hair geometry. While a local shading model approximates coloring of individual hair strand, interactions between hairs require efficient methods to compute such global illumination effects. In particular, the shadows between hairs provide essential visual cues for the structure of hair as a group. Hairs are inherently volumetric and the internal structures can be correctly illustrated only with proper shadows. Interestingly, a hair volume is often translucent, partly scattering and partly attenuating the lights from the surrounding environments. In some cases, multiple scattering between hair fibers tends to transfer incident lights on some positions to elsewhere, softening the shadow boundaries. Dealing with thin geometry such as hairs also requires special care for the undersampling problem when a point sample-based rendering algorithm is used (e.g. aliasing problem), to ensure the feel of smoothness.

Animating human hair is in itself a very challenging task. Each hair strand is very pliable and easily bent upon external forces such as gravity and collisions, while strongly resists linear stretches. This unique property often causes instability in numerical simulations. Thus, simulating the motion of a single hair strand is not a trivial problem [Pai 2002]. Hairs often collide with other parts of human body, especially the scalp and the shoulder. The hair motion is also affected by many subtle factors, such as wind forces, air drag, gravity, and head motion.

More interestingly, the static charge and friction between neighboring hairs often cause a group of hairs to form a cluster that moves coherently. Collisions between such clusters are important. It may appear unnatural if hairs interpenetrate each other. Especially in motion, if a cluster of hairs passes another cluster without any collision, it distracts the viewer and consequently hurt the realism of the animation. The clustering effects are not static. Due to hair-hair interaction, a large cluster tends to split into smaller ones (e.g. collision). On the other hand, a number of strands tend to form a cluster again under compression due to static charges. Due to the shape memory, hairs tend to retain its original shape (e.g. hairstyling). However, under excessive external forces, these memories are often lost. Thus, the preservation of the original styling brings
another important issue. All of these problems are again aggravated with the number of hair strands to be processed.

Furthermore, the three components, modeling, rendering, and animation, are tightly related to each other. For example, without correct rendering, any hair model would be hard to perceive since it would lack in volumetric detail. Hair rendering is quite different from surface rendering in that while local shading is often enough for smooth surfaces, global illumination such as shadows is critical for hairs. Thus, although even a simple shading model (e.g. Phong shading) often suffices for displaying other parts of human body, the same analogy does not hold for hairs. Modeling and animation is also closely related to each other. Any modeling method that cannot be generalized to accommodate motion will be limited to a small class of static hairs that do not move. On the other hand, an easy-to-use, interactive animation tool can greatly help the modeling procedure since most hairstyles result from a series of hair-hair interactions or hair-object interaction. For example, hairs need to be stacked on top of each other in physically correct position, to give the sense of volume. An efficient, well-designed dynamics engine will greatly reduce the efforts of manually positioning each hair strand.

Due to the complexities and difficulties mentioned above, human hair is still an open problem in computer graphics and is considered one of the most challenging objects to realistically create in digital images. In summary, the ultimate requirements for any hair system include:

- Easy and flexible modeling capability so that the user can design any hairstyle. The user should be able to design a rough hairstyle quickly, but the system still has to allow fine-tuning to the strand level if necessary. The modeling system should not be limited to static pose of a single hairstyle, since hairs are deformable, moving objects.

- It should be able to produce realistic images of hair in a reasonable amount of time so that the user can quickly edit the hair model after visual feedback. It would be beneficial if the rendering system is scalable such that increasing the rendering time results in images of better quality in a user-controllable fashion.
• The dynamics engine should efficiently simulate the motion of individual hair strand as well as the interactions between hairs themselves and the interaction between hairs and other objects. Interactive dynamics engine could be beneficial for the modeling process.

• The three components (modeling, rendering, and animation) should be integrated such that each component assists other components. For example, the animation system can help the user to correctly position hairs over the head. An efficient hair rendering system can provide the user with necessary visual feedback for refining the hair model or examining sequences of hair motion.

The relationship between the components is outlined in figure 1-2.

Figure 1-2. Schematic diagram of hair design process.

1.2 Related Work

In this section, previous research efforts are briefly reviewed. See Figure 1-3 for examples. Interested readers should also refer to [Parke 1996] and [Thalmann 2000] for alternative surveys on hair research. The most natural representation is to represent each hair strand by a thin graphical
primitive such as connected lines or a curve [Anjyo 1992] [Daldegan 1993] [Hadap 2001] [Lee 2001] [Rosenblum 1991]. As dealing with every individual hair strand is tedious and difficult, these methods often employ simplified physics models to simulate the dynamic behavior of hairs.

Alternatively, a group of hair strands are often replaced with a simpler representation. The surface representation approximates a group of hairs with a surface [Koh 2000]. The volumetric texture methods use a volume cell to represent a group of short hairs embedded in it [Kajiya 1989]. The cluster hair model approximates a group of strands with a generalized cylinder [Yang 2000].

1.2.1 Surface Representation

Polygonal surface was the first representation used for hair and is still one of the most popular methods. Csuri et al. pioneered to address the hair modeling problem [Csuri 1979]. They used a collection of polygons and associated reflection map to capture the complex appearance of hairs. As digitized hair texture became available through photograph and laser scanning, textured

(a) Polygon Based Model
(b) Strand Based Model
(c) Volumetric Texture
(d) Surface with textures
(e) Strand Based Model
(f) Cluster Hair Model

Figure 1-3. Existing techniques for human hair.
polygons were used to represent hair. The textures are often hand painted by the artists. The
polygons serve as ‘canvases’ for the artist who ‘paints’ the hair texture on it. Alpha mapping, a
texture map to specify the transparency of hair polygons, is used in [Koh 2000]. They extend the
principle of surface representation with NURB surfaces. Due to the simplicity, alpha mapping
combined with shadow textures are often the favorite choices among artists. In fact, this method
generates relatively good images for static pose hair (Figure 1-3d). However, this method is not
based on the physical properties of hairs. As a result, it does not reproduce the true volumetric
appearance of human hair. Hairs are volumetric and show complex view-dependent variation in
group. Crude simplification using polygonal representation tends to make hairs look flat and
skin-like in these systems. Also, detailed animation at strand level is not possible.

1.2.2 Static Pose Hair and Texels

Short hairs tend to stick to the surface and do not move much. Thus, these types of hairs are
often assumed static. Perlin proposed hypertextures to create images of visually complex objects
such as cloud, fluid, and hairs [Perlin 1989]. The noise based hair modeling was also implemented
with real functions in [Sourin 1996]. These methods are limited to static pose of a hairstyle and
local control of individual hair strands is difficult.

Miller modeled short animal fur using shaded wire frame attached to the surface [Miller 1988].
Each strand of hair is drawn with line strips using OpenGL. Kajiya and Kay [Kajiya 1989]
introduced three-dimensional texture elements called texels to create a photorealistic, furry teddy
bear image (Figure 1-3c). The shading element is precalculated for a set of hairs and only the
texels are used during rendering. This volumetric texture is extended at multiple scales by [Neyret
1995] [Neyret 1997]. The fakefur method also exploits the fact that hairs are very thin in normal
viewing condition and thus can be approximated with simpler functions [Goldman 1997]. An
appearance model for thin fur coat is developed based on a probabilistic lighting model. Gelder et
al. presents an interactive animal fur modeling technique that produces a dense animal fur coat for
polygonal models [Gelder 1997]. Bruderlin introduces a technique that takes into account clustering and breaking of short hair clusters to simulate the wetness of animal fur [Bruderlin 1999].

For real-time rendering of animal fur, concentric textures are used to sample the volumetric texture functions, augmented with large-scale geometry [Lengyel 2000] [Lengyel 2001]. All the texture-based methods assume that some portions of complex geometry can be approximated and repeated over a surface. While this assumption holds for short hairs to some extent, it is hard to model long human hairs with this method since the repeatability assumption does not hold any more, as adjacent hair strands at the scalp split, curl, and move away from each other. Such styling effects require a significantly different modeling method from existing animal fur techniques [Lengyel 2001]. In general, human hairs are much longer than these methods can handle, and also animation is difficult with these methods.

1.2.4 Strand Based Model

In strand based hair model, every hair strand is represented with primitives such as cylinders, lines, and curves. With control over the appearance and motion of each primitive, these models are suited for long hair animation. Connected line segments are the most widely used representation due to their simplicity [Anjyo 1992] [Leblanc 1991] [Roseblum 1991]. Each hair strand is represented as a connection of line segments. Typically the number of line segment runs around 10 ~ 80, depending on the desired level of model complexity and image resolution. For higher quality and smoother result, parametric curves such as bezier curves and spline curves, are also used as intermediate representations.

The trigonal prism is one of the early hair primitives [Watanabe 1992]. A trigonal prism is an approximation of a cylinder. The cross section of each trigonal prism is a triangle. Each trigonal prism has three sides and a hair strand is represented as connected prisms. Each hair strand is then rendered using the standard triangle rendering pipeline. In practice, line or curve representations
are often favored in lieu of trigonal prisms since the trigonal prism generates a large number of small triangles subject to aliasing artifacts.

The strength of strand-based models mostly lies in animation. When affected by strong forces such as winds, hair strands move independently. Since the individual modeling of hair strand is extremely difficult, strand based models are often coupled with dynamics methods. For some class of hairstyles where the structures are relatively simple and hairs are mostly straight, strand based models can create quite convincing animations [Duncan 2001; Hadap 2001]. However, more complex hairstyles are not easily modeled with these methods, even after repeated trial and error iterations of dynamics simulations.

1.2.5 Key Hair Approach

The most common approach in industry is the key hair approach, where a small number of characteristic hair strands are defined by the user and all the other strands are interpolated from this sparse set of key hairs. This is the main idea behind most commercial hair modeling packages [Berney 2000] [Fong 2001].

In the academic literatures, Watanabe and Suenaga [Watanabe 1992] and Daldegan et al. [Daldegan 1993] are perhaps the first to introduce the concept of using key hair, or a wisp. In their contexts, a wisp is a group of hair strands interpolated from three key hairs (one at each vertex of the triangle). Based on this wisp model, Chen et al. describes a system for interactively designing a hairstyle integrated with display of realistic face model [Chen 1999]. Recently, Chang et al. extends the key hair approach for animation where they simulate mutual hair-hair interactions between key hairs [Chang 2002].

Key hair (or guide hair) approach is the most powerful for short hair or relatively smooth hairstyles, where a small number of key hairs are sufficient to describe the overall structure of a hairstyle. However, as more complex hairstyles are desired, hair modeling becomes more tedious and time consuming. For some situations, designing just key hairs can consume 5 to 10 hours of
modeling time [Thalmann 2000]. The common assumption that hair strands are parallel inside a wisp makes it hard to model rigorous strand variations such as curliness with a small number of random parameters to perturb wisps. Also, discontinuous clusters (e.g., due to combing) are not efficiently handled due to the underlying interpolation between key hair strands.

1.2.6 Discontinuous Cluster Model

An alternative way of hair grouping is to treat each group separately. A group of strands tend to form a coherent cluster due to static charges. It is sometimes convenient to model a hairstyle with a rough geometry such as generalized cylinders [Yang 2000] [Plante 2001] [Falk 2001] [Xu 2001], than controlling individual hair strand.

The cluster hair model represents each wisp as a generalized cylinder [Yang2000] (Figure 1-3f). The method combines volumetric texture [Kajiya 1989] with wisp-based model. Instead of generating every single strand, the method represents hair strands inside a wisp as volume density function, which can be ray traced for improved rendering quality. An interactive GUI system based on the cluster model is introduced in [Xu 2001]. A similar modeling method was also used in the production of the movie ‘shrek’ [Falk 2001].

The benefit of the cluster model lies in the ease of control. Obviously, every hair strand cannot be manually modeled. In the cluster-based models, the user controls much smaller number of wisps. Although the cluster models provide a good tradeoff between controllability and level of realism, they often lack in generality in that the level of detail is limited to a single cluster level. Rigorous strand variations such as curliness are difficult to model, as noted by [Xu 2001].

Plante et al. [Plante 2001] introduce an animation method specifically designed for discontinuous wisps. Their simplified generalized cylinder model, a four-sided envelop of the hair wisp, quite effectively captures the deformable property of hair. The main focus of their work lies in simulating the interactions between these wisps in complex motion. Their hair grouping is fixed
a priori and it is not shown how these methods can be generalized to more complex cases where a hair model consists of many small discontinuous wisps (such as curly hairs).

### 1.2.7 Particles, Fluid flow, and Vector field

One distinct property of hair, among others, is that a hair model is often as smooth as a continuous medium such as fluid, while as complex as thousands of discontinuous clusters. Fluid flow such as liquid or gas has similar properties and researchers have observed the similarity between fluid flow and hair. This aspect was exploited in the particle-based hair modeling method by Stam [Stam 1995], who considered each hair strand as the trajectory of a particle shot from the head. This way, a hair model can be modeled by repeatedly using a particle system. More involved use of fluid dynamics techniques appears in [Hadap 2000]. In this technique developed by Hadap and Thalmann, hair is considered as fluid flow. By placing components of fluid flow on the head, the user can easily create the global shape of a hairstyle, without worrying about the interactions between hairs. A similar, but different technique was developed by Yu, who instead used a user controllable vector fields to design the trajectory of hair growth [Yu 2001].

In reality, the shape of hair can be much more complex than these simple continuous medium models can handle. With these methods, detailed local variations are difficult to control as only a small set of arbitrary perturbation parameters are provided. Also, some man-made structures such as braids are not well handled since these structures become harder to describe with continuous fluid model or vector fields.

### 1.2.8 Hair Modeling from Photographs

One notable approach specific to hair modeling is to use photographs to automatically model hair. Kong and Nakajima are perhaps the first to address this issue [Kong1998a] [Kong 1998b]. In their methods, a few photographs are taken for a specific person and the boundary of the hair volume is constructed from the silhouettes extracted from these photographs. Hair strands are then randomly placed inside this volume with the guidance of a simple mass spring system to constrain
each hair strand inside the volume. It is not shown how this method can be generalized to more complex styles, where volume extraction becomes harder due to holes and hair strand filling becomes non-trivial.

The recent work by Grabli et al. also attempts to automatically reconstruct a specific hair model from a set of photographs taken under a controlled lighting environment [Grabli 2002]. With known lighting condition and also known lighting model, tangential vectors of individual location on hair can be extracted. By linking these tangent vectors, they recover the geometry of each hair strand. Although promising, the method is yet prone to noise and thus does not recover a complete hair model. There still remain issues such as how to fill in the gaps between just a few hair strands recovered from the method, or how this method can be generalized to more complex cases where large portion of hair strands are not visible due to occlusion.

1.2.9 Hair Rendering

This subsection will briefly mention existing techniques for hair rendering (see chapter 5 and chapter 6 for more detailed discussions on hair rendering). In general, hair rendering methods are tightly coupled with the underlying model representations. Most of these rendering techniques share a local shading model, first developed by Kajiya and Kay [Kajiya 1989] and later modified by Banks [Banks 1994] and Goldman [Goldmann 1997].

In a normal viewing condition, the projected thickness of a hair strand is much smaller than the size of a pixel. Thus, a simple line drawing often causes severe aliasing effects. To create visually pleasing smooth images, pixel-blending buffers address the antialiased-rendering of small-scale hair strands [Leblanc 1991]. In this method, each hair strand is drawn as connected lines and the shaded color is blended into a pixel buffer. This method also proposes to use shadow buffer, a depth image from the light’s point of view, to generate shadows between hairs and other objects. Since the shadow buffer stores discrete samples of depth information, the resulting hair image is subject to shadow aliasing (Figure 1-3b). Deep shadow maps addresses this issue and proposes to
use a piecewise linear approximation of actual light transmittance rather than a single depth [Lokovic 2000].

Volumetric textures [Kajiya 1989] [Neyret 1995] [Neyret 1997] avoid the aliasing problem with pre-filtered shading functions. The smallest primitive is a volumetric cell that can be easily mip-mapped to be used at multiple scales. Shadows can be calculated by traversing the volume density and by accumulating the opacity toward the light. The cost of ray-traversal is relatively low for short hairs, but can be high for long hairs. Also, in hair animation, such volume should be updated for every frame, making prefiltering inefficient.

The rendering method of the cluster hair model is similar to volumetric textures [Yang 2000]. Each cluster is first approximated by a polygonal boundary. When a ray hits the polygonal surface, predefined density functions are used to accumulate density. By approximating the high frequency detail with volume density functions, the method produces antialiased images of hair clusters. However, the method does not allow changes in the density functions, and thus hairs appear as if they always stay together.

1.2.10 Hair Animation

Strand based models are widely used for hair animation. Each hair strand is animated using one-dimensional angular differential equations [Anjyo 1992] [Lee 2001], mass spring simulation [Rosenblum 1991], and articulated body simulation [Chang 2002] [Hadap 2001]. See Chapter 7 for more detailed discussion on existing animation methods.

Cantilever beam approach simulates hair strands stacking over a head [Anjyo 1992]. After the hairs are positioned due to gravity, one dimensional angular dynamics method is used to simulate hair motions due to external forces such as wind. Lee and Ko propose multiple hull layers for more efficient handling of head-hair collision and hair-hair collisions [Lee 2001]. Although these methods are efficient in simulating individual hair strand’s motion, the method has limitation
in handling collisions. The collision between a hair strand and the head affects only lower part of
the strand, and thus the method is limited in handling longer hairs that can touch shoulder.

Mass spring system provides an alternative to the angular dynamics method since collision
handling is automatically propagated through spring connections. Each hair strand is represented
with a set of masses connected with springs [Rosenblum 1991]. Hairs strongly resist linear
stretches, resulting in a stiff system for mass-spring integration. Rosenblum et al. use an explicit
Euler integration, known to be poor for such stiff system. As a result, the hair animation is limited
to about 1,000 hair strands due to large computational requirement. The mass-spring configuration
is also used to simulate the motion of a wisp [Plante 2001].

Early work on hair animation mostly ignores the interaction between hairs. The layered wisp
model represents each hair wisp as a deformable viscous volume simulated with a mass spring
system [Plante 2001]. Each hair wisp interacts with other wisps as well as the human body. An
anisotropic interaction model is used, where collisions are handled differently depending on relative
directions between colliding wisps. Their work mainly deals with discontinuous wisp models. In
contrast, Hadap and Thalmann consider dynamic hair a continuum and fluid dynamics techniques
are applied to the problem of hair-hair interaction [Hadap 2001]. While in motion, each hair strand
exerts and receives a reaction force, calculated from the Lagrangian motion equation of hair
medium. This method is particularly suited to smooth hairstyles, where clustering effects are
ignorable. More recently, Chang et al. presented a method to simulate the mutual interactions
between hairs, specifically in the context of the key hair methods [Chang 2002].

1.3 Thesis Overview

This thesis presents a series of my research efforts in hair modeling and rendering. Chapter 2
studies problems of hair image generation from various perspectives. The next two chapters deal
with the hair modeling problem. Chapter 5 is dedicated to understanding the fundamental
problems associated with hair rendering and chapter 6 presents practical solutions. The problem of
animating hair is discussed in depth in chapter 7. Future work and ideas are also described in the chapter.

There are three main contributions made. The thin shell volume approach (Chapter 3, presented in IEEE computer animation 2000) builds on the idea that in hair modeling, structural details due to hair-to-hair interaction are as important as overall hair shapes. In this method, a rough hairstyle is defined with a set of parametric surfaces, while the distribution of hair strands are simulated through virtual hair combing functions. The idea is further extended in the multiresolution hair modeling system (Chapter 4, presented in ACM SIGGRAPH 2002). In this new system, a hair model is defined hierarchically, starting from a rough design to fine details down to strand level. A set of functions and tools are presented that ease otherwise tedious hair modeling process.

Chapter 5 and 6 deal with problems related to hair rendering. Chapter 5 discusses the fundamental theories and problems related to hair rendering. Ideas on improving existing hair shading methods are also presented. Chapter 6 presents an interactive framework for strand-based hair rendering. A novel shadow algorithm is introduced (presented in Eurographics rendering workshop 2001). This chapter also includes approximate visibility ordering algorithm for efficient antialiasing (the integrated interactive rendering algorithms were also partly presented in ACM SIGGRAPH 2002). The current issues and challenges in hair animation are summarized in chapter 7, along with ideas to extend the modeling technique for animation. This last chapter also presents ideas on extending current work in many aspects.
Chapter 2

2. Properties of Human Hair

Making digital images of human hair is a complicated process. Before going into any development, it can be useful to study various properties of human hair that affect the imaging process. This chapter discusses the issues related to the properties of human hair such as how individual hair reflect and transmit light, how hairs are perceived through human eyes, and how artists efficiently depict the complex structure of hairs. Understanding the imaging process will help in many aspects to build a practical image synthesis system of human hair. The key features of human hairs are analyzed based on visual perception model as well as physically based model. A simple image based hair modeling and animation system is then introduced in this context.

2.1 Properties of a Human Hair Fiber

A human hair is, geometrically, a long, thin, curved cylinder. Depending on the individual, the hairs can vary in width from 0.03 mm to 0.09 mm. Hair has a strong specular component. Dark hair often appears shinier than lighter hair. This is because, in colored hair, part of the light is reflected at the hair fiber surface, and part enters the fiber and is scattered by reflecting off the interior. When light re-emerges, the diffuse component is increased. In dark hair, this diffuse component is absorbed before re-emerging, thus making the fiber appear shinier. A group of hairs reflect incoming lights strongly only perpendicularly to the direction of the cylinder. The strong

1 The discussion in this section is excerpted from [Valkovic 1988]
highlights most noticeable in dark hairs are due to the anistropic (directional) nature of hair geometry.

Three layers decide the shape and color of each hair: cuticle, cortex and medulla (Figure 2-1). The cuticle is the outermost layer, which consists of hard, flat scales that overlap one another like roof shingles. This overlapping arrangement provides protection for the cortex and at the same time gives strength and flexibility to the hair. It is the cuticle’s flexibility that lets our hair be waved, curled, twisted, or braided without breaking. When hair is in good condition, the cuticle scales will lie flat, creating a smooth, reflective surface against which light can bounce. When hair is damaged and unhealthy, the cuticle scales break off and their edges become ragged. This uneven surface no longer mirrors light and causes hair to look dull, drab, and lifeless. The cortex is the layer immediately below the outer cuticle, making up about 75 to 90 percent of the hair’s bulk. Pigment (hair color) is produced within this cortex and this important layer governs other hair properties such as direction of growth, size and diameter of hair strands, and texture and quality. The cross section of the cortex is different between straight, wavy, and curly hair. The medulla is the innermost layer of hair and its function is unknown. The medulla may even be completely absent – although its absence doesn’t seem to affect the individual hair shaft in any way. The use of cosmetic products affects the property of hair in many ways, such as shape, the amount of bending, and color.
The condition of the cuticle is responsible for the outward appearance of the hair and dictates the attributes of feel and shine. In virgin hair, the cuticle platelets lay flat against each other and are firmly adhered to the cortex, giving rise to a very smooth feeling surface with a high degree of shine. If the hair is subjected to environmental or physical damage, the cuticle platelets can become chipped, raised or even detached completely, exposing the cortex underneath. This gives rise to hair in poor condition, which feels rough to the touch and is dull in appearance.

The most frequent cause of hair is mechanical abrasion, typically combing or brushing, often in combination with the use of hair treatment products such as perming lotions, colourants or even shampoos. The extent of physical damage depends, to a large extent, on the coefficient of friction between the comb or brush and the surface of the hair itself. This value rises dramatically if the hair is wet with the consequence that far more damage is normally inflicted to the hair if it is combed or brushed when wet, rather than when dry. The cuticle is also responsible for the water repellent properties of the hair. These properties are derived from the presence of lipids in the cuticle keratin which provides the hair shaft with a hydrophobic outer surface. If the cuticle is badly damaged or removed completely, water rapidly penetrates the cortex which subsequently swells, making the hair more prone to further mechanical damage.

In contrast to the cuticle the cortex, which forms the main body of the hair, is composed of a much softer, fibrous, crystalline keratin. The cortex itself is composed of a large number of cortical cells, held together by an intercellular binding material known as the cell membrane complex. The cortical cells themselves are long and thin in shape and, for this reason, are often referred to as spindle cells. The cortex is responsible for the mechanical properties of the hair and dictates the deformation and tensile behaviour of hair when it is subjected to external forces.

At any one time, there are typically over 100,000 hairs on the average healthy human scalp, each of these being associated with a hair follicle. The hair follicle is an extension of the epidermis, the outermost layer of the skin.
2.2 Perception Based Analysis of Hair Photographs

As one of the important goals of this thesis is realistic rendering of hairs, it can be helpful to start with a question, "What makes hair look like hair?" People often perceive hairs as a collection. One hairstyle is distinguished from another not by examining the individual hair strands separately, but by the overall structure and relationship between hair strands.

The attraction force resulting from static charge makes neighboring hair strands stick together. The cluster of hair strands exhibits a strong coherency in direction, color, and motion. At moderate distance, the clustered hair strands bear good resemblance to a hair strand. The clustering patterns are affected by many factors, such as the use of cosmetic products, combing, external forces, and collisions.

The structure of a group of hair strands is properly seen only through shadows between hairs. Unlike many smooth objects, shadows are crucial visible cues to tell whether a hair strand is behind or in front of other strands, thus presenting the sense of depth. Other depth cues such as perspective projection are not significant since the variation in projected thickness is very small. Shadows play an important role in coloring every hair strand differently even when all the strands have more or less the same amount of pigment. The shadow patterns vary over entire hairstyle and the hair images exhibit an interesting property – the patterns are often repeated at multiple scales.

Human hairs often have features that can be recognized at multiple scales (Figure 2-2). From distance, only a few clusters are clearly recognizable. In this scale, a cluster of possibly hundreds or thousands of hair strands much resembles a single hair strand, due to the coherence. But at closer view, this cluster in fact consists of many smaller ones. At the smallest scale, some fine features such as wavy individual hair strands become visible.
In a signal processing term, a hair image exhibits strong high frequency energy as well as low frequency energy. See Figure 2-3 for example. The two images on the right hand side are wavelet decomposition (difference image) of the photograph shown on the left hand. Note that as images are decomposed more and more, the differences image show that the face region stay smooth (low energy), while the hair region still shows a strong energy on the high frequency image. This observation suggests that hair should be modeled at multiple scales, to account for all the detailed variations in hair geometry.

Figure 2-2. Photographs of human hairs at multiple scales.

Figure 2-3. Wavelet decomposition of human face. Images courtesy of Bernard Tiddeman [Tiddeman 2001]
2.3 Artistic Drawings of Human Hair

Artists have long used appropriate level of abstraction when they draw a complex object such as hair. Instead of drawing every hair strand, artists often draw hairs only as perceived. Not all the visible cues are always used, but the drawings often manifest sufficient information on certain hairstyles. For example, the illustration in figure 2-4 uses anisotropy and self-shadowing as a tool to depict hairs. Note that hairs are drawn mostly on cluster-basis, not strand-basis.

![Figure 2-4. A native-american woman.](image)

The clustering is even more exaggerated in a painterly image shown in Figure 2-5. In this painting, no single hair strand is drawn. To the painter’s eye, hairs are perceived as ‘clumps’ that smoothly change the shape, color, and shadows. Notice how some of important lighting effects such as translucency are captured with this subtle, yet effective painterly touch. The overall

![Figure 2-5. Sisters.](image)

![Figure 2-6. Pencil drawing.](image)
smooth feel of hairs is often the most important feature of some hairstyles. In this case, hair is perceived as fluid-like medium with fuzzy boundaries rather than a solid object with definite shape.

The artists often omit details on purpose to make more succinct illustration, especially in hair drawings. It is not only because the hair drawing is tedious at strand level, but also because human eyes cannot differentiate such distressful high frequency details. The illustration in Figure 2-6 uses only shadows as visual cue for depicting hairs. Neither a single hair strand nor a cluster is explicitly drawn. Only silhouettes between the clusters are shaded in this case. Yet it effectively illustrates the curly hairstyle of the woman.

2.4 Human Visual System

Human eyes are known to have different sensitivity over different frequency channel. The contrast sensitivity function (CSF) is a widely used measure for such sensitivity. The function measures the observed sensitivity to pre-determined contrast gratings.

2.4.1 Contrast Sensitivity Function

Many perception studies examine the perceptibility of contrast gratings, sinusoidal patterns that alternate between two extreme luminance values $L_{\text{max}}$ and $L_{\text{min}}$. Contrast grating studies use Michaelson contrast, defined as $(L_{\text{max}} - L_{\text{min}}) / (L_{\text{max}} + L_{\text{min}})$, and spatial frequency, defined as the number of cycles per degree of visual arc. The threshold contrast at a given spatial frequency is the minimum contrast that can be perceived in a grating of that frequency, and contrast sensitivity is defined as the reciprocal of threshold contrast. The contrast sensitivity function (CSF) plots contrast sensitivity against spatial frequency, and so describes the range of perceptible contrast gratings (Figure 2-7)
The sensitivity is the largest around 1~10 cycles per degree, which is equivalent to looking at 10 point font in normal viewing condition (30cm away from the head). In this viewing condition, a hair strand takes about 0.10 ~ 0.15 degree, or 4~5 cycles per degree. It is interesting to note that the thickness of a hair strand in normal viewing condition coincides with the highest sensitivity level. This may explain why even a single hair strand can be still recognized under some lighting condition despite its thickness.

Indeed, this contradicts the observation by artists that every hair stand needs not be drawn. However, the sensitivity measure in CSF is based on contrast gratings. For hair strands to generate any contrast in images, they should be evenly spaced such that the distances between them are similar to the thickness. In a normal hairstyle, the distributions of hairs are more complicated than the gratings. Also the clustering of hairs result in less contrast since the shadows between hairs are not clearly seen. In reality, the majority of hairs are seen as a group, while a small portion of hair strands are clearly visible at strand level.

**Figure 2-7**: The contrast sensitivity function. Adapted from [Luebke 2001]
2.4.2 Effect of Visual Masking

Colorization of hair can be considered as the convolution of two signals; one from the local reflectance off the hair geometry, and the other from global scattering and occlusion of light between hairs (e.g. shadows). It is known that human eyes do not easily separate one signal from the mixed signal when both signals consist of high frequency channels (Figure 2-8). In smooth hairstyles, both local variation in color and shadows are smooth, resulting in two low frequency signals. In more complicated hairstyles such as curly hairs, both signals are of high frequency. In this case, shadows are hard to differentiate from local color variation and the opposite is also true. This masking effect indicates in hair image synthesis that low frequency components are more important in a complex style. In other words, the cluster-level accuracy may be more meaningful than the strand level accuracy (an obvious example is Figure 2-6).

Figure 2-8. Effects of visual masking (from [Bolin 1995]). The images on the bottom row were quantized. Note that quantization artifacts are more visible for low complexity terrain (left) than high complexity one (right).
2.5 Image Based Hair Rendering and Animation*

This section briefly demonstrates a simple experimental hair animation system that exploits the discussions in the previous sections (Figure 2-9). The system is very simple, yet captures many important properties of human hair. Given a single image of human hair, the user interactively positions a hair wisp over the picture. The wisps are drawn with textures from the original photograph and then can be animated independently.

![Figure 2-9. The input and output of the system. (a) A photograph with hair (b) The user interactively positions a wisp. (c) The reconstructed image in animation with seven wisps.](image)

A layered model is used to represent a hair wisp. The layered model consists of the boundary of wisp defined with two space curves and the links connecting the control points of the curves (Figure 2-9b). Inside this wisp, a number space curves are drawn that are evenly spaced in the parametric space of the wisp. Each space curve represents a hair strand or a small cluster of hair strands that looks similar to a single strand, which is drawn as a Catmull-Rom Interpolation curve. The control points of each space curve are linearly interpolated from the two boundary curves. The position of each control point also defines a texture coordinate from the input image.

* This work was done as my initial experiment to analyze the properties of hair in the summer of 1999.
In animation sessions, the user can interactively reposition the wisps by either directly moving the control points of boundary curves or by applying indirect forces. In a subsequent animation session, each curve is drawn using the original image as a texture. Each curve is drawn with a thickness of two pixels, to avoid aliasing. A simple mass spring system is used to animate the 2D wisp. The control points of the two boundary curves are linked with weak springs while the internal links between control points are connected with stronger springs. The mass spring configuration allows the wisps to stretch and compress while in motion.

2.6 Conclusion

In this chapter, the properties of human hairs in the context of digital image synthesis were discussed. The simple system presented in this chapter promised that realistic hair modeling may not necessarily involve an accurate modeling of every hair strand. Instead, a hair modeling system needs a representation that reproduces the structure and distribution of hair strands at proper level of detail. Given this motivation, the problem of modeling the structural detail of hair is discussed in the following two chapters.

It is a common practice in computer graphics to separate details from the overall geometry (e.g. texture maps, displacement maps). The same principle can be used in hair modeling. While the overall shape of a hairstyle is roughly represented with one method, details can be represented separately. The thin shell volume method discussed in the next chapter represents the shape with parametric surfaces while the details are added using virtual combing functions. The idea of separating details from the overall shape is pushed further in the multiresolution hair modeling technique (chapter 4), where hair wisps are modeled with generalized cylinders that are hierarchically defined.
Chapter 3

3. Thin Shell Volume Modeling*

The majority of human hair modeling methods can be classified as geometry-based [Watanabe 1991], [Anjyo1991]. These usually involve a large number of hair-strand primitives such as cylinders, surfaces, lines, and curves. With control over the appearance and motions of each primitive, these models are suited for long hair and animation. Most geometry-based methods model and render each hair strand independently. In reality, hairs are not perceived independently nor do they behave independently. Neighboring hairs tend to attract or repel each other. The resulting hair pattern provides an important ‘signature’ of hair appearance. These behaviors are very difficult to model, even for limited cases, thus hair-hair interaction (HHI) has been largely ignored in prior works.

This chapter introduces thin shell volume (TSV) method for hair modeling. In the method, the range of feasible hairstyles is limited to a set of long hairstyles that can be approximated with surfaces. The goal is to add more realistic appearance and behavior to this common set of human hairstyles. The overall shape of hairstyle is represented with parametric surfaces (coons patch), and the structure of individual hair strands are defined by virtual hair combing functions. The TSV method focuses mainly on the structural aspects of hair modeling, where the interaction between

hairs plays an important role. Virtually, any hair model based on surfaces such as NURBS or polygons can benefit from the method.

### 3.1 Shape Function

At large scales, long hairs tend to form smooth surfaces that can be approximated by polygons or parametric surfaces such as NURBS. At smaller scales, each hair strand is essentially a long, thin cylinder that can be represented by a curve. To correctly model long hair, it is necessary to take both scales into account. The TSV model builds on the simplicity of the surface representation while adding the fine appearance details of long hair. A thin shell volume is constructed on each surface. Inside the volume, hairs are associated with particles that move under constraints that model the hair-hair interaction during combing. Individual hair strands are represented by a set of particle positions inside the volume.

![Figure 3-1](image)

**Figure 3-1** Overview of hair combing using a thin shell volume model.
Below is listed the procedures to perform virtual hair combing using the thin shell volume model (Figure 3-1). (a) First, a hairstyle is modeled with a set of parametric surfaces. (b) Each surface is added a thickness by offsetting the surface along its normal direction, generating a thin curved volume. (c) The curved volume is warped to a rectilinear 3D grid. Inside the grid, a number of hair strands are evenly distributed. Each cell of the grid is associated with a list of particles that reside inside it. (d) A virtual hair combing function is performed on the normalized volume. (e) The hair combing function redistributes hair particles, creating variations based on a HHI model, producing a set of combed hair particles. (f) Finally, each hair strand is reconstructed by connecting the corresponding hair particles. These stylized hairs are a group of curves where each curve represents one hair strand. The curves are passed to the rendering pipeline.

3.1.1 Notation and Terminology

Let us define some notations and terminology for use throughout this chapter. As shown in Figure 3-1(c), a TSV is parameterized by three variables \((s, t, u)\). The \(\vec{t}\) vector is aligned with the major direction of the hair flow. The \(\vec{u}\) vector is aligned with the depth direction of the hair volume. The \(\vec{s}\) vector is orthogonal to both \(\vec{u}\) and \(\vec{t}\). For simplicity, \(s, t, u\) are normalized to range from 0.0 to 1.0. Along the \(\vec{u}\) (depth) direction, the value of \(u = 0\) is assigned for the innermost hairs, and \(u = 1\) for the outermost hairs.

Let \((i, j, k)\) denote the integer grid index corresponding to a given \((s, t, u)\). \((0 < i \leq L, 0 < j \leq M, 0 < k \leq N, \text{where } L, M, N \text{ represents the grid resolution of the volume.})\) \(V_{ijk}\) identifies the \((i,j,k)\)th volumetric cell position. Particles \(p\) are distributed among the cells (Figure 3-2) representing each strand passing through a cell. Each cell maintains a list of particles residing in it. The density of particles defines the hair opacity \(\rho\) later used for shadowing. For a given particle, the cell containing it is determined by quantizing its \(s, t, u\) position values.
3.1.2 TSV Generation and Volume Warping

The initial TSV shape is determined from the hair surface (or reference surface). We start from a reference surface (e.g., NURBS) parameterized as \( P = S(s,t) \).\(^2\) The TSV is constructed by offsetting the surface along the normal (depth) direction, forming a thin curved volume (Figure 3-3).\(^3\)

\(^2\) In this work, Coons Patch is used as reference surface representation (refer to the Appendix 3-A.) Other surface representations are equally applicable as long as they can be represented in the form of \( P = S(s,t) \)

\(^3\) Note that high curvatures and folded surfaces can cause self-intersections, but many useful reference surfaces are relatively smooth and free of these problems.
The reference surface is generally curved so the normal varies over the surface. The parameterization of a point \( p \) inside the thin shell volume is \((s_p, t_p, u_p)\). The normal \( n(p) \) can be defined by taking the cross product of the partial derivatives of the reference surface \( S \) along \( \tilde{s} \) and \( \tilde{t} \).

\[
    n(p) = n(s_p, t_p) = \frac{\partial S(s_p, t_p)}{\partial s} \times \frac{\partial S(s_p, t_p)}{\partial t} \tag{3-1}
\]

The world coordinate of \( p \) is then reconstructed by

\[
    p = S(s_p, t_p) + T \cdot u_p \cdot n(s_p, t_p) \tag{3-2}
\]

where \( T \) is a scalar defining the thickness of the volume.

It is more convenient to compute the hair-hair interaction inside a regular rectilinear volume rather than in a curved volume, so we use an implicit volume warp. Any point \( p \) in the TSV with \((s_p, t_p, u_p)\) can directly map to a corresponding point in a regular rectilinear volume we call a normalized TSV. The normalized volume has an orthonormal basis defined by the \( \tilde{s}, \tilde{t}, \tilde{u} \) vectors and greatly simplifies the description and calculation of our simulation for hair-hair interaction. In the remainder of this chapter, TSV is assumed normalized (the distortions caused by this simplification are not visually significant since they only affect the hair-hair interaction behavior.)

### 3.2 Virtual Hair Combing - Detail Function

The thin shell volume is a modeling method for distributing long hairs. The distribution of long hairs is usually very simplified for mathematical simplicity. Often simple random variations such as translation and rotation are used. These random variations do not, however, model hair-hair interaction and result in unrealistic hair distributions and appearances. Virtual hair combing provides a way of generating the hair patterns that often occur in real-world hair styling.
A number of hair strands are generated inside the volume. They are uniformly distributed initially. For a TSV with a resolution of $L \times M \times N$, each hair is associated with $M$ particles that lie along its path. There are roughly $n / (L \times N)$ particles in each cell. Each hair lies along the $\vec{t}$ direction. Each hair strand starts where $t$ is close to zero, and ends where $t$ is close to 1.

Virtual hair combing redistributes hair particles inside the TSV by simulating the effects of combing. Each hair that lies under the path of the comb moves under influence of the comb teeth. We generate various hair patterns by changing tooth shape, tooth distribution and the path of the comb. The cross-section of a comb tooth in the $su$ plane is a trapezoidal radial influence function (Figure 3-4).

Each tooth path is modeled as a parametric curve on the $st$ plane over the TSV. Each tooth of the comb has an influence function such that:

- Only the particles hit by the tooth are affected
- Each particle moves away from the center of the tooth’s influence
- Each affected particle tries to follow the path of the comb
- The vertical motions of particles are generated in a way that combed hair moves upward (outward) to lie on top of the unaffected hair.
3.2.1 Particle Selection (Pickup)

Each particle is tested if it is affected by the comb’s tooth. We model the path of the tooth’s center as a parametric curve $C$ on the $st$ plane, where $s_{center}$ is the $s$-coordinate of the tooth trapezoid center ($s_{center} = C(t)$). We define an influence zone $Z(u)$ along the $u$ (depth) direction. $Z(u)$ determines the vertical shape of the tooth. Our implementation models it as a trapezoid.

$$Z(u) = \begin{cases} \frac{1}{2} \{(1-u')Z_0 + u'Z_1\}, & u' \geq 0 \\ \varepsilon, & \text{otherwise} \end{cases}$$

$$u' = 1.0 + \frac{u - 1.0}{l}$$

In (3-3), $\varepsilon$ denotes a very small value to avoid a division by zero in a later equation and $l$ denotes the depth of the tooth. Using the distance from the center of the trapezoid, we define the zone influence function $Z(s,u)$ as follows.

$$Z(s,u) = \text{sign} \left( R(s) \right) \cdot \cos \left( \frac{\pi}{2} \cdot \text{clamp} \left( \frac{R(s)}{Z(u)} \right) \right)$$

$$R(s) = s - s_{center}$$

$$\text{clamp} \left( x \right) = \begin{cases} x, & \text{if } |x| \leq 1 \\ 0, & \text{otherwise} \end{cases}, \quad \text{sign} \left( x \right) = \begin{cases} 1, & \text{if } x \geq 0 \\ -1, & \text{if } x < 0 \end{cases}$$

$Z(s,u)$ is used as a probability function to check if a particle is inside the tooth’s influence zone. Given a particle’s position $(s,t,u)$, we first select the nearest trapezoid based on $t$, then we calculate $Z(s,u)$. For each particle, we make a probabilistic decision whether or not the tooth picks up the particle. A random value is compared to the absolute value of $Z(s,u)$ to determine the binary decision outcome. The sign of $Z(s,u)$ determines the direction of the particle motion. A positive value moves the particle in the increasing-$s$ direction and a negative influence value moves it in the decreasing-$s$ direction.
3.2.2 Particle Redistribution (s-direction)

Once a particle is picked up, we reposition the particle randomly (in s) within the range of the tooth’s influence zone. Due to the pickup function Z(s,u), the particles near the center of the influence zone are more likely to be repositioned. The particle distribution gets sparser at the center of the tooth’s influence zone since hairs are pushed aside by the comb tooth. Figure 3-5 illustrates the particle density change due to combing.

3.2.3 Sweeping Effect

Random redistribution of the particles representing a hair strand may generate unwanted curliness. A hair strand should be bent accordingly to the path of the comb. To generate the sweeping effect, we use a simple scheme (Figure 3-6). For each hair strand, we find the first particle p_j influenced by the comb. Let the particle’s parameterization be (s_p, t, u_j). We calculate the new s-coordinate s’ for this particle. We calculate the distance r = | s’ - s_{center} |. For the
following particles $p_l$ ($l > j$), we add the distance to the path of the comb. That is, for a particle $p_l$ parameterized by $(s_l, t_l, u_l)$, the new $s$-coordinate $s'_l = C(t_l) + r$.

### 3.2.4 Vertical Motion (u-direction)

In a real combing, the combed hairs tend to be stacked on top of the remaining hairs. We simulate this behavior by moving combed particles upward (in $u$-direction). Simply moving all the particles upward may generate a crowding problem after repeated iterations. Some (not combed) particles should be pushed down too. To simulate these effects, we swap the combed particle with a particle from the upper cell (Figure 3-7). If there is no upper cell or there is no particle in the upper cell, we move the particle upward with small amount (usually the size of cell in the $u$-direction). To ensure that the particles lie inside the volume, any out-of-bound particle is reflected back to the inside of the volume. The virtual combing on a TSV can be performed repeatedly, varying the tooth distribution, tooth shape (in our case, $Z_0$, $Z_1$ and $l$), and the path of the comb.

![Figure 3-6: A hair strand is bent along the path of the comb’s tooth.](image)

![Figure 3-7. Vertical motion](image)
3.3 Rendering TSV\(^4\)

Each hair strand is reconstructed by connecting its corresponding particles. A straight line can be used to connect particles, but lines can generate sharp corners that seldom occur in real hair. Lagrange interpolation curves are used for the particle connections.

3.3.1 Probabilistic Shadow Generation

A simple shadow generation algorithm based on the TSV model is used, similar to the one used in [Kong99]. For shadow generation, lighting is assumed diffuse and omnidirectional. The inner hairs are considered more likely to be in shadow than the outer hairs. We propagate the probability of shadow starting from the outer cells. Let \( \Phi_{i,j,k} \) represent the amount of shadow in cell \( V_{i,j,k} \),

\[
\Phi_{i,j,k} = \begin{cases} 
0.0, & \text{if } k = L \text{ (outermost cell)} \\
\Phi_{i,j,k+1} + Th \cdot \rho(V_{i,j,k+1}), & \text{otherwise}
\end{cases}
\]

where \( Th \) is a constant to control the optical thickness of each hair.\(^5\)

The opacity function \( \rho(V_{i,j,k}) \) is proportional to the number of the particles in the cell. We

\(4\) More recent versions of hair rendering algorithms are fully discussed in chapter 6.

\(5\) For example, thicker hairs will generate more shadow (occlude more light) than thinner hairs.
vary the shadow values for each particle inside $V_{i,j,k}$ by adding a small noise to $\Phi_{i,j,k}$. Note that these shadow effects only change when combing or animation changes the particle distributions. A change in lighting or viewpoint does not affect these values.

### 3.3.2 Shading and Antialiasing

For each hair strand’s local shading, we use the local illumination model developed by Kajiya and Kay [Kajiya 1989]. The details of the illumination models are discussed in chapter 5. Each hair strand is broken into a series of connected fine lines usually with an image length of 5-10 pixels. We calculate the result of the local shading for each node in hair strand. The shading value is multiplied by the shadow value. Each line segment is drawn using the standard Z-buffer algorithm.

Since hair is a very thin object when viewed under normal viewing conditions, one should be careful to reduce the artifacts from sampled line drawing. We employ supersampling by the accumulation buffer method. The hair image is drawn N times, each time shifted slightly in the image plane. Each image is scaled by $1/N$ and added to the accumulation buffer. To avoid repeated evaluation of curves, a display list is prepared from a set of lines with associated colors based on the shadow and shading model. Line drawing is usually very fast if hardware acceleration is used.

### 3.4 Implementation and Results

The user first roughly designs the desired hairstyle with a set of surfaces. The Coons Patch is used as the representation for the reference surface (see appendix 3.A). Figure 3-8 shows a hairstyle designed with 4 bilinear Coons Patches. Figure 3-9 shows the actual combing function applied to a patch. Figure 3-9a shows the reference surface. Figure 3-9b shows a virtual comb with 20 teeth. The path of each tooth is modeled as a Lagrange Interpolation Curve. The paths are drawn as yellow curves. Figure 3-9c shows 4000 initial hair strands for the TSV model. Figure 3-9d shows 4000 hair strands after combing.
TSV model can be also considered as an animation tool for global control of hair motion. A global animation for each thin shell volume can be generated with simply deforming the reference surface. Furthermore, it is possible to add a simple dynamics to the reference surface. One can think of the hairs inside the TSV as constrained hairs due to our hair-hair interaction. One can also add free hairs that are unconstrained. As an animation test, we prepared two sets of hairstyles and performed linear interpolation (morphing) between them. Figure 3-10 shows a set of frames taken from the animation. The complete animations can be seen in http://graphics.usc.edu/~taeyong/tsv.html.

Figure 3-11 shows the effect of changing the comb parameters (7000 hairs were used). In our implementation, each path of the tooth is specified as a curve in the $st$ plane. Currently, the combing functions are created and processed as batch operations. The number of teeth increases from bottom to top. In the top row, 40 teeth were used. In the middle row, 20 teeth were used. In the bottom row, 12 teeth were used. The width of each tooth was scaled accordingly so that neighboring teeth do not interfere. The depth of each tooth was set to roughly half the thickness of the volume. Small random variations were added to the path of each tooth.

The method was implemented on an SGI Onyx R10000 (only a single CPU and graphics pipe is utilized). It takes about 20–30 seconds to comb and generate the model shown in Plate2 (4000 hairs). Rendering is fast (1 – 2 seconds per frame). All the images shown are rendered at 512 x 512 pixel resolution. We used the resolution of 20x20x10 for all the TSVs in our tests. A large fraction of the computing time is consumed in the reconstruction of the hair strand from the TSV particles due to the numerous evaluations of the Coons Patch. For local lighting of the test scenes, two lights were used for the diffuse and specular shading.
Figure 3-8. A hair design with 4 patches (Each patch has a different color).

Figure 3-9. Result of hair combing.
A Coons Patch

A Coons Patch is defined by 4 boundary curves [Coons 1967]. These curves can be any parametric curve as long as their endpoints are connected to form a closed boundary. Let us say the 4 boundary curves are: \( U_1(s), U_2(s), V_1(t), V_2(t) \).

Any point \( P = S(s,t) \) is calculated as follows.

\[
P = S(s,t) = (1 – t) U_1(s) + t U_2(s) + (1-s) L(t) + s R(t)
\]

where

\[
L(t) = V_1(t) – (1-t) V_1(0) - tV_1(1)
\]

\[
R(t) = V_2(t) – (1-t) V_2(0) – tV_2(1)
\]
Chapter 4

4. Interactive Multiresolution Hair Modeling and Editing*

The TSV method in the previous chapter is limited to mostly flat and surface-like hairstyle. With the method, it is difficult to model more volumetric hairstyles such as curly hair. In this chapter, a multiresolution hair modeling (MHM) system is introduced. In this system, a hair cluster, a group of hairs, is represented with a generalized cylinder (GC). The cluster representation greatly reduces the number of parameters that the user has to specify to design a hairstyle. However, a single cluster may not be flexible enough for modeling every possible variation in hair shape. If the user attempts to model detailed hairstyle with large number of clusters, the modeling task becomes enormously time consuming. For example, a ponytail hairstyle made of many curly hair clusters can be extremely difficult to model with manual editing of individual cluster. It can be convenient to first design the shape of ponytail at large scale, and to specify the clusters inside the ponytail hairstyle to be curly. MHM aims at achieving this goal.

MHM extends the idea of the TSV method in that overall shapes and individual details are separated. In the TSV model, overall shape is designed with a parametric patch while details are specified with virtual hair combing functions. In MHM, generalized cylinders are used at multiple levels to design both the overall shape and detail. Figure 4-1 illustrates an example multiresolution hair modeling procedure. An overall hairstyle is designed with a small number of generalized

* Presented in ACM SIGGRAPH 2002
cylinders. To add more detailed variation, a hair cluster is subdivided and this subdivided cluster is edited to be curly by changing the twist parameter of the generalized cylinder. This user-designed curly cluster is then copied onto other clusters with copy-and-paste tool. The last image in Figure 4-1 shows the final hair model after further refinements.

The multiresolution concept is not new in computer graphics. To model complex objects, researchers have successfully exploited multiresolution concepts for continuous curves, surface editing, and volume sculpting (see [Stollnitz 1996] for examples). Their major benefit is the user’s freedom to choose the appropriate level of detail for a desired model manipulation. In this spirit, one could formulate a multiresolution framework for hair modeling. The result is the Multiresolution Hair Modeling (MHM) system presented in this chapter. However, hair models are inherently volumetric and contain a large number of disjoint hair strands. Thus, MHM differs from other multiresolution techniques in applying the concept of multiresolution to hair. In the context of hair modeling, multiresolution manipulations are achieved with a hierarchy of generalized cylinders. MHM allows users to interactively move, scale, curl, and copy a portion of an evolving hair model at any level of detail.
4.1 Overview

Figure 4-2 illustrates the structure of a multiresolution hair model. A parametric patch on the scalp surface defines the region where hair can originate. A hair model is constructed hierarchically, starting from a small set of generalized cylinders (GCs). A GC defines the boundary of each hair cluster, controlling a group of clusters or hair strands. The user interactively subdivides each hair cluster, adding more detail until the desired appearance is achieved. Subdivision steps add new nodes to the hierarchy called a hair tree. Editing operations such as curling, moving, copying, and selecting are applied to nodes of the hair tree. While the user edits a hairstyle, the system interactively visualizes the edited model using various rendering options (the details of hair rendering algorithms are presented in chapter 6).
4.2 Hair Cluster Representation

A GC defines the boundary of a hair cluster. In the following sections, the term GC and hair clusters are used interchangeably.

4.2.1 Generalized Cylinder

A GC is defined with a skeleton curve $C(t)$ and a set of contours placed along the curve (Figure 4-3).

$$GC(\theta, t) = C(t) + R(\theta, t)$$  (4-1)

where $C(t)$ is a space curve parameterized by $t$ and $R(\theta, t)$ is a contour function centered at $C(t)$. $\theta$ is an angle around the principal axis of a reference frame. Similar definitions can be found in [Aguado et al. 1999; Xu and Yang 2000]. Alternatively, a GC can be viewed as rotational sweep of a profile curve [Kim et al. 1994].

With an additional parameter $r$, any point around the GC can be defined as

$$V(r, \theta, t) = C(t) + r \cdot R(\theta, t)$$  (4-2)

Constructing a generalized cylinder requires each contour to be aligned properly with its...
neighbors so that the structure does not twist. The alignment is usually provided with a reference frame, a point and three orthonormal vectors that define position and orientation along the central axis of the cylinder. Figure 4-4 illustrates two generalized cylinders generated using different frames. The middle one is generated with a constant frame, while the right one is generated with correctly rotating frames. Note that shapes can be distorted at highly curved region with constant frame.

The Frenet frame [Bloomenthal 1990] is convenient because it can be analytically computed at arbitrary point along the space curve. The frame uses a tangent vector \( T \), and the principal normal \( N \), and the binormal \( B \). \( T \) is the first derivative of the curve. \( K \) is the direction of curvature such that

\[
K = V \times Q \times V / |V|^4,
\]

where \( Q \) is the second derivative of the curve.

Thus, \( N = K / |K| \), \( B = T \times N \).

There are two problems with the Frenet frame, as pointed out in [Bloomenthal 1990] and [Yang 2000]. First, the frame is undefined when the curve is straight or on the inflection point. Moreover, the curvature vector can suddenly reverse direction on either side of an inflection point, inflicting a violent twist in a progression of Frenet frames.

![Figure 4-4. Effects of different reference frames.](image)
The rotation minimizing frames method improves upon the Frenet frame (see [Bloomenthal990]). The idea behind rotation minimizing frames is to define an initial reference frame at the beginning of the curve and then propagate the frame along the curve using small, local rotations. The first frame is generated using the tangent vector $T$ at the beginning, and two vectors $N$ and $B$ from the contour $R(\theta, t)$. $N$ is in direction of $\theta = 0^\circ$ and $B$ is in direction of $\theta = 90^\circ$. Both vectors lie on the plane of the contour.

A set of frames $F_i$ ($1 \leq i \leq N$) is calculated along the curve $C(t)$. Using these pre-computed frames, any frame on an arbitrary point on the curve can be interpolated. The pre-computed frames are linearly interpolated to form a smoothly shaped generalized cylinder. Let $\tilde{T}(t)$, $\tilde{N}(t)$, and $\tilde{B}(t)$ denote the interpolated frame vectors at $t$ ($0 \leq t \leq 1$) (Figure 4-5). The world coordinate of a point parameterized by $(r, \theta, t)$ is

$$V(r, \theta, t) = C(t) + r R(\theta, t) \left[ \cos(\theta) \tilde{N}(t) + \sin(\theta) \tilde{B}(t) \right]$$  \hspace{2cm} (4-3)

\subsection*{4.2.2 Representation of Contour}

$R(\theta)$ is a contour shape function dependent on $\theta$. $\hat{R}(\theta)$ is defined as an offset distance function from a circle with a global radius $s$ ($R(\theta) = s + \hat{R}(\theta)$). $N$ pairs of angles and offset radius
values control the shape of a contour along with the global radius $s$. The current implementation uses $\theta_r = 2\pi / N$ and $\hat{R}(\theta)$ is computed by linear interpolation of the angle / offset pairs. By definition, the contour is star-shaped, which is found to be flexible enough to represent the boundary of hair clusters. The offset function can efficiently represent star-shaped contours with a small set of parameters (currently, $N = 32$ is used). The continuous contour function $R(\theta, t)$ is linearly interpolated from a discrete number of contours.

4.2.3 Auxiliary Functions

Adding auxiliary scale and twist terms completes the description of GC. The scale terms $S_N(t)$ and $S_B(t)$ let the user easily control the stretching and shrinking of GCs along the two axis vectors $\vec{N}$ and $\vec{B}$, while direct modification of the contour functions allows fine detailed control over the shape. The twist term $W(t)$ controls the curliness of a hair cluster. Adding these terms yields

$$V = C(t) + r R(\theta, t) \left[ \cos (\theta + W(t)) S_N(t) \vec{N}(t) + \sin (\theta + W(t)) S_B(t) \vec{B}(t) \right]$$  (4-4)

Figure 4-6 shows examples of changing these auxiliary functions.

![Figure 4-6. Effects of auxiliary terms. (a) Original cluster (b) Scale change (c) Twist change.](image)

2There exist more rigorous methods to define and interpolate the contours of GCs [Aguado 1999]. The definition of contours here aims at simplicity and computational efficiency.
4.3 Scalp Surface

A scalp surface is a parametric patch defining the region of a head where the user can place hair. The scalp surface is constructed once for each head model and it is useful in many ways. 1) The user can easily place and move the GC contour on the scalp mesh. 2) Sampling and assigning hair strands become simpler. 3) The subdivision of hair clusters is reduced to a 2D problem. 4) The scalp parameterization provides the user with convenient means to select clusters in 2D space. The current system uses a tensor-product Catmull-Rom spline patch that the user wraps over the head model. The user interactively specifies each control point of the spline patch (Figure 4-8). Alternatively, one could also use polar coordinate mapping as in [Rosenblum 1991], [Yu 2001].

Scalp space (middle figure in Figure 4-7) is spanned by $u$ and $v$, the parametric coordinates of the surface. World space is specified by the 3D world coordinate frame. Let $R^s(\theta)$ denote the contour function in scalp space and $R^w(\theta)$ denote contours in world space. Scalp space contours are used for hair strand generation and for the initialization of multiple world space contours that define the shape of a GC.

Figure 4-7. Placing a contour on the scalp. The user selects a contour (right) and interactively places it in 2D scalp space (yellow circle in the middle), which defines its 3D position (red circle on the left). The grid is color coded to help the user match corresponding positions.
When the user places a 2D contour on the scalp, the corresponding GC is created. Let the scalp surface be parameterized as $S(u,v)$. First, the root position $P_0$ of the skeleton curve is calculated as $P_0 = C(0) = S(u_c, v_c)$, where $u_c$ and $v_c$ denote the center of the scalp space contour. Let $N_0$ be the surface normal at $P_0$. Initially, the skeleton curve is formed as a straight line (each control point $P_i$ of the skeleton curve is given as $P_i = P_0 + iL / (N - 1) N_0$, where $N$ is the number of control points specified by the user) and $L$ is the length of the skeleton curve. As a next step, we convert $R^s(\theta_i)$, the scalp space contour to $R^w(\theta_i)$ in world space. Let $R_i$ be the 3D position of each sample point of the contour (recall from section 4.2.1 that each contour is represented with the sample values $R(\theta_i)$).

$$R_i = S(u_c + R^s(\theta_i)\cos(\theta_i), v_c + R^s(\theta_i)\sin(\theta_i))$$

To make the contour planar, we project $R_i$ to the plane formed by $P_0$ and $N_0$. Let $\hat{R}_i$ be such a projected point. Then, $R^w(\theta_i)$ is the distance from the center point $P_0$ to $\hat{R}_i$ in 3D space.

$$R^w(\theta_i) = \|\hat{R}_i - P_0\|$$

The contour function is then decomposed into the global scale $s$ and offset function as defined in section 4.2.1. The number of contours is the same as the number of control points of the skeleton curves. These contours are simply copied at each control point of the skeleton curves.

---

**Figure 4-8.** Construction of a scalp surface. 13 x 13 control points are used. The user clicks over the head mesh to specify the 3D position of each control point. This interactive process takes about 20 minutes.
4.4 Generation of Hair Strands

Hair strands are represented as polylines (a set of connected line segments). Using the generalized cylinder equation of (4-4), one can creating hair strands independently within each GC (Figure 4-9a). However, this can cause visually distracting hair density variation since we allow arbitrarily shaped scalp space contours that can overlap each other (Figure 4-10). Rather than trying to prevent the overlaps (which might be very costly), we sample the root positions of hair strands first, and assign the strands to their owner GCs (Figure 4-9b).

Initially, (or whenever the total number of hair strands changes), the root position \((u_h, v_h)\) of each hair strand is uniformly sampled on the scalp grid. For each hair strand, we determine if there exists a GC that owns the strand. If there is such a GC, the parametric coordinate \((r_h, \theta_h)\) of the strand is computed as follows.

Figure 4-9. Hair strand generation schemes. (a) Independent hair generation for each cluster causes uneven hair density in overlapping regions. (b) By assigning pre-sampled hair strands to clusters, the overlap problem is solved.

Figure 4-10. Scalp space contours can overlap each other. Colored dots illustrate the root positions of strands. Each color indicates the owner cluster of hair strands.
A hair strand is given its location on the scalp by \((u_h, v_h)\). Let the center of the contour \(R'(\theta)\) of each cluster be represented by \((u_c, v_c)\). Let \(\Delta u = u_h - u_c\) and \(\Delta v = v_h - v_c\). Then, the angle \(\theta_h\) is given as

\[
\theta_h = \cos^{-1} \left( \frac{\Delta u}{\sqrt{\Delta u^2 + \Delta v^2}} \right) \tag{4-7}
\]

\(\text{and } \theta_h = 2\pi - \theta_h \text{ if } \Delta u < 0\)

A hair strand is contained by a cluster if

\[
R^2(\theta_h) \leq \sqrt{\Delta u^2 + \Delta v^2}
\]

A bounding box of each contour is used to speed up the test. Also, the inverse cosine function is tabulated. If a hair strand is assigned to a cluster, the parametric coordinate for the root position of the hair strand is given as \((r_h, \theta_h)\), where

\[
r_h = \frac{\sqrt{\Delta u^2 + \Delta v^2}}{R'(\theta_h)}
\]

\(\text{and } \theta_h\) is given in (4-7). Given \((r_h, \theta_h)\), the hair strand is created by connecting points computed with equation 4, incrementing \(t\) from 0 to 1.

Note that equation 4-4 assumes that each GC contour lies in the plane perpendicular to the skeleton curve. Since the scalp shape is curved, planar contours can misalign the root positions of strands. To handle the problem, the root position \((t = 0)\) of each hair strand is directly evaluated on the scalp, using

\[
V(r_h, \theta_h, 0) = S(u_h, v_h) \tag{4-8}
\]

where \(S(u, v)\) is the parametric scalp patch.
However, this modification can still cause unnatural bending along hair strands if other points of polyline segments are directly evaluated from equation 4-4 (Figure 4-11a). Similar problems can arise from self-intersections in GCs of high curvature (Figure 4-12a). Using an interpolating Catmull-Rom spline curve, each hair strand is guaranteed to be smooth again (Figure 4-11b, Figure 4-12b). The number of spline control points is the same as that of the skeleton curve of the strand’s owner GC. The polyline segments of each hair strand are evaluated from the spline interpolation.

![Figure 4-11](image1.png)  
Figure 4-11. Guaranteeing the smoothness of a hair strand. (a) Straight line connections can cause unnatural bending around the root position and in highly curved region. (b) Using spline interpolation at strand-level, smoothness is guaranteed.

![Figure 4-12](image2.png)  
Figure 4-12. Self-intersection problem. (a) Self-intersection at highly curved areas (inside red circles). (b) Each hair strand smoothly connects contours using spline interpolation. (c) Comparison of hair strands with the boundary of the GC.
Varying the length of each hair strand increases the model’s natural appearance. A random sample $\eta$ is taken from a uniform distribution from $1-k$ to $1$ ($0 \leq 1-k \leq \eta \leq 1$), where $k$ denotes the user specified degree of tip length variation. Adding the length variation, we evaluate the spline controls points of each hair strand using $\eta t$ instead of $t$ for equation (4-4).

4.5 Subdivision

When a parent cluster is subdivided, contours and skeleton curves of its child clusters are created. The contours of child clusters are inherited from those of the parent cluster unless the user specifies alternative shapes. Inherited contours are scaled by $\rho/\sqrt{N}$, where $N$ is the user-specified number of child clusters and $\rho$ controls the degree of overlap between child clusters. For world space contours, $\rho$ is set to 1.0. For scalp space contours $\rho$ is set to a value larger than 1.0 (typically $1.3 < \rho < 1.5$), to ensure that the subdivided region is fully covered by the contours of child clusters.

To place the child clusters on the scalp, we first sample random positions inside the contour of their parent. This often produces uneven distributions of contour positions (Figure 4-13a). We use the position relaxation algorithm by [Turk 1991] to improve the distribution (Figure 4-13b). Given these positions, skeleton curves are created using the method described in section 4.4.

![Figure 4-13. Subdivision of contours and tiling of the scalp space. (a) Random positioning ($\rho=1.4$). (b) Position relaxation. (c) An example tiling of the scalp surface after a few subdivision steps.](image)
4.5.1 Deciding the Owners of Hair Strands

After child clusters are positioned on the scalp, hair strands are re-assigned to the new clusters. As shown in Figure 4-13c, contours of the child clusters can overlap with each other or contours of existing clusters. In overlapping regions, we assign hair strands to a cluster with the closest center position in scalp space, similar to computing the centroidal voronoi diagram [Hausner 2001] of the center positions of all the clusters on the scalp (Figure 14a). However, simply computing the voronoi diagram may be problematic when precise controls for hair grouping are desired (e.g., for parting).

Our hair ownership decision algorithm shown in Figure 4-15 allows the user to design and tune the tiling and subdivision patterns if necessary (Figure 4-14b). For each hair strand, the algorithm traverses the hair tree starting from root clusters. The closest cluster containing the strand is chosen at each depth. The iteration is repeated until it reaches a leaf cluster. If there is only one such leaf cluster, the strand is assigned to the cluster regardless of the distance to other

Figure 4-14. Hair strand assignment patterns. a) Hair strand assignments based on contours shown in Figure 4-13c. The root positions of hair strands are drawn as colored dots. (b) User controlled tiling and subdivision. Note the clear borders between contours.
When two or more leaf clusters contain the same strand due to overlaps, the cluster with a center position closest to the strand is selected. When a hair strand is contained in a non-leaf cluster, but not contained in any of its descendents, the strand is assigned to the closest descendent leaf cluster. Note that we allow only leaf clusters to own hair strands, and for each hair strand, there is at most one owner. Thus, we can maintain consistent hair density and limit the total number of hair strands; both features prove useful while level-of-detail manipulations control the appearance of the overall hair model.

\[
\text{function } \text{FINDOWNEROFASHAIRSTRAND (HairStrand } H) \\
O \leftarrow \text{NULL}, \ C \leftarrow \text{first root cluster, } \text{done } \leftarrow \text{FALSE} \\
\text{while (}!\text{done and } C \neq \text{NULL}) \text{ do} \\
\quad \text{done } \leftarrow \text{TRUE} \\
\quad \text{forall } \{ S \mid S \text{ is a sibling of } C \text{ or } C \text{ itself} \} \text{ do} \\
\quad \quad \text{CHECKFORINCLUSION}(H,S) \\
\quad \quad \text{if } S \text{ contains } H \text{ and its center is closer to } H \text{ than } O \\
\quad \quad \quad \quad O \leftarrow S \\
\quad \quad \text{done } \leftarrow \text{FALSE} \\
\quad \text{if (}!]\text{done}) \\
\quad \quad C \leftarrow O.\text{FIRSTCHILD} \\
\text{if (}O \text{ is not a leaf cluster)} \\
\text{forall } \{ L \mid L \text{ is a descendent of } O \text{ and a leaf node} \} \text{ do} \\
\quad \text{if } L\text{'s center is closer to } H \text{ than } O \\
\quad \quad O \leftarrow L \\
\quad \text{return } O \\
\]

Figure 4-15. Hair ownership decision algorithm

\[7\] In contrast, a voronoi diagram based approach may assign the strand to another cluster even if the hair strand does not originate from the region bounded by the cluster.

\[8\] This case occurs when the contours of child clusters do not perfectly cover the contour of the parent cluster even after the position relaxation step. Note that we set \( \rho \) to a value larger than 1.0 to minimize this artifact.
4.6 Interactive Manipulation

The core of MHM lies in the user’s ability to edit any node in the hair tree. The user controls the position, contours, scale, and twist of any GC, affecting the hair model at multiple levels of detail (section 4.6.1). A sub-tree in the hair tree can be used as a user-defined style template. The copy/paste tool (section 4.6.2) transfers a user-designed style from one cluster to other clusters. Section 4.6.3 describes a set of selection methods that exploit the scalp surface and the hair tree. During interactive manipulation, hair/head penetration is detected and avoided (section 4.6.4).

4.6.1 Editing Properties of Hair Clusters

The user interactively manipulates GC parameters such as scale, twist, and skeleton shape (equation 4). When editing leaf clusters, the system simply reassigns the parameters and update hair strands. When editing a non-leaf cluster, all of its descendant clusters must follow the shape changes to preserve their relative position and orientation (Figure 4-16).

![Figure 4-16. Interactive manipulation of a hair cluster.](a) The user picks the control point (inside the blue circle) of a high-level cluster. The user can (b) move, (c) scale, and (d) twist the region around the control point.

When a non-leaf cluster is edited, all the descendant clusters are attached to the cluster as follows. Let $V$ be the cluster before editing. Assume that the user changes $V$ to $V'$. Then each descendant cluster is updated as follows. 1) For each control point $P$ of the skeleton curve, we find the parametric coordinate $(r, \theta, t)$ of $P$ with regard to the cluster $V$ such that $P = V(r, \theta, t)$ (bind). 2) The new position $P'$ is recalculated using $P' = V'(r, \theta, t)$ (update).
The bind procedure is the inverse transform of equation (4-4), i.e. \((r, \theta, t) = V^{-1}(P)\). Given a point \(P\) and a cluster \(V\), the parametric coordinate \((r, \theta, t)\) of the point with respect to the cluster is found as follows. First, \(t\) is chosen as the value that minimizes the Euclidean distance between point \(P\) and the skeleton curve \(C(t)\). Let \(P_C\) be such a point that \(P_C = C(t)\). Then \(\theta\) is given as the angle between a vector connecting \(P\) and \(P_C\) and the principle normal \(N(t)\). The angle should be corrected for the scaling terms \(S_N(t), S_B(t)\). Let the projection of the vector \(\frac{P_C - P}{SN(t)}\) on \(N(t)\), \(B(t)\) be \(P_N, P_B\). Then, the angle \(\theta\) is given using equation (4-7), by letting \(\Delta u = \frac{P_N}{S_N(t)}, \Delta v = \frac{P_B}{S_B(t)}\). After correcting for the twist term \(W(t)\), \(\theta = \theta - W(t)\). The parameter \(r\) is the ratio between the Euclidean distance between \(P, P_C\) and \(R(\theta, t)\).

\[
r = \|P - P_C\|/R(\theta, t)
\]

The bind process is performed whenever the user initiates an action (for example, selects a hair cluster and starts editing it), whereas the update process occurs at every step of the user interaction. Hair strands are considered statically bound to a cluster when their owner is decided. The bind/update method is similar to *Wires* [Singh 1998], but our method compensates for the axial scaling and twist terms, and no falloff term is used.

As reported in [Singh 1998], the closest point on a curve becomes ambiguous as a point moves away from the curve or if the curve is of a high curvature. This can cause the control points of skeleton curves to drift during the bind/update procedure. However, the bind/update procedure is only used for rough editing of the hair model, while the user eventually corrects the drift by refining child clusters. This problem could be obviated by fitting the entire skeleton curves of the bound clusters, not just the control points, to the skeleton curve of the binder cluster.

In the bind/update procedure, every descendent cluster is bound to the edited cluster, not just immediate child clusters. It is tempting to store the positions of child clusters as offsets to their parent cluster to speed up the bind operation. However, there are more time-consuming operations such as hair strands updates, temporary binding, and penetration avoidance. The offset approach...
could be inefficient for these operations that require the world coordinates of each cluster. For example, if all the root clusters are subdivided three times, the offset approach will incur three times more GC computations than the current approach.

**Temporary/Local Binding**

The bind/update process can be also used between clusters with no common ancestor (e.g., attaching a root cluster to another root cluster). In this case, the user selects a group of clusters and binds the clusters to an arbitrary *binder* cluster. Then, these selected clusters are temporarily bound to the binder cluster instead of their parent clusters until the user nullifies the setting. This option is especially useful to control root clusters (e.g., to make a pony tail style), or to locally control a set of clusters that stem from two disjoint root positions (Figure 4-17). In Figure 4-17a, the cluster A is temporarily attached to cluster B. The cluster A and its descendents are then subject to follow the motion of cluster B. Whenever the user changes the properties of the cluster B, the cluster A is affected by the change as before.

**Figure 4-17.** Temporary and local binding. In this figure, only skeleton curves are shown. (a) Temporary binding. (b) Local binding.
In Figure 4-17b, two root clusters are locally bound to another (binder) cluster and only selected control points (red) are twisted around the binder cluster. Note that in these examples, the skeleton curves of the binder cluster are used as the axis of deformation, similarly to the axial deformation techniques such as Wires [Singh 1998].

4.6.2 Copy and Paste

One can treat a hair cluster and its descendent clusters as a user-defined style template. The copy process illustrated in Figure 4-18 transfers a style from one cluster to another, by copying the sub-tree parameters. Copying is similar to the editing process in section 4.6.1. When the style of cluster A is copied to cluster B, the descendent clusters of cluster A are first bound to A, but these clusters are updated with cluster B as their parent. If B is a leaf cluster, then new child clusters are created and attached to this cluster in the hair tree. If B is a non-leaf cluster, its descendents are first deleted and these updated clusters replace existing descendents of cluster B. Contours are scaled by the ratio between the size of contours of cluster A and B. Other style parameters such as scale and twist are simply duplicated. Note that any node in the hair tree can be copied to another node regardless of depth; making every edit the user makes a potential style template (Figure 4-19).
By exploiting copy/paste tools, user can first design a rough set of hairstyles and apply different details to the same hairstyles. It is also often useful to constrain the parameters in the copy function. For example, one can copy only the scale (or twist) parameters of one cluster to another, while keeping other parameters unaffected. In examples shown in Figure 4-1 and in section 4.8, these copy/paste functions were extensively used to speed up the modeling process.

4.6.3 Selection Methods

When a hair model is subdivided into many small clusters, it becomes difficult to select some portions of the model due to its volumetric nature (Figure 4-20). The following selection methods are available. 1) The user picks a control point of a cluster or specifies a region with a sphere. 2) The user selects clusters in scalp space with standard 2D selection methods (for example, dragging a rectangle). 3) The user picks a cluster and traverses the hair tree. Operations such as ‘pick first
child node’ or ‘pick next sibling’ are mapped to the keyboard, which proves useful in manipulating the multiresolution model. 4) Selection based on depth is provided (e.g., ‘display only the clusters of depth < 2’).

4.6.4 Avoiding Hair-Head Penetration

It becomes visually distracting if hair strands penetrate the head. During editing, hair strands and skeleton curves are tested for intersection (Figure 4-22). We use a simple iterative algorithm based on the closest-point-transform (CPT) [Mausch 2000]. The CPT provides a fast look-up table solution with the preprocessing of the distances and gradients to the closest points on the head mesh (Figure 4-21). Let $D(p)$ be the distance from a point $p$ to the closest point on the mesh and $\nabla(p)$ be the gradient of the distance. Penetration is avoided by altering each point $p$ inside the head mesh ($D(p) < 0$) with equation (4-9).

$$p_{\text{new}} = p - D(p) \cdot \nabla(p)$$

(4-9)

**Figure 4-21.** Closest point transform of the head mesh. Distance from the mesh is color coded, with red for inner points to yellow for outer ones.

**Figure 4-22.** Avoiding hair–head penetration.
4.7 Level of Detail and Interactive Rendering

Hair models in our framework are explicitly rendered; every hair strand is drawn as polylines in OpenGL. The system renders the edited hair model complete with antialiasing, shadowing, and local shading. See Figure 4-23. With explicit hair models, the results of rendering (e.g., shadows, colors, etc.) can be cached, allowing users to interactively view the model during editing. Users can control three parameters - alpha values, the number of hair strands, and the number of segments per strand -, to adjust the speed of rendering (Figure 4-23a). These parameters give users choices in the tradeoff between speed of rendering and image quality. Increasing the number of hair strands and the number of segments per strand contributes to improved rendering quality, whereas decreasing these parameters allows the user to interactively examine the hair model at higher frame rates. The details of the interactive rendering algorithms are given in chapter 6.

<table>
<thead>
<tr>
<th>Shading</th>
<th>1.2 second</th>
<th>Visibility Ordering</th>
<th>0.43 second</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hair update</td>
<td>5000 strands per second</td>
<td>Shadow Calculation</td>
<td>5.88 seconds*</td>
</tr>
</tbody>
</table>

*Measurement per light source

Table 4-1. Time measurements for components of MHM system.

The current implementation runs on a system with an Intel PIII 700 Mhz CPU, 512 MB memory, and nVidia Quadro 2 Pro graphics card. Table 4-1 shows time measurements for a hair model of 10,000 hair strands and 40 segments per each strand. For shadow calculation, 40 opacity maps of 200 x 200 pixels were used. During the interactive rendering sessions, a typical setting is to use about 150,000 segments (e.g., 5000 hair strands with 30 segments per strand) with alpha value of 0.5 in a window size of 512 by 512. The system interactively (> 5 frames per second) renders the edited model with antialiasing.
4.8 Results

Users can create a variety of complex models (Figure 4-24 ~ Figure 4-27). Depending on the complexity, it takes from 10~20 minutes to a few hours to model each hairstyle. The most time-consuming step in modeling is the positioning of initial root clusters. Typically users design 10 to 30 root clusters, which consumes about 70 ~ 80 percent of the total modeling time. Figure 4-24 illustrates an example hair model created with the MHM system.

Hairstylists often use curling and combing as their means to promote clustering effects, adding visual richness due to shadows. Likewise, we observe that adding more hair strands does not necessarily enhance the visual complexity of a hair model. As the hair volume is filled with more strands, room for shadows diminishes. Thus, we find that, to model a natural hairstyle, the structural aspects are as important as individual strand details. Note that the spaces between clusters after subdivision amplify shadows between clusters, enhancing the perceived complexity of the model. Shadowing is less salient for smooth hairstyles. However, subdividing smooth hair models can also add visually interesting combing effects (Figure 4-25).
Figure 4-24. Designing a complex hairstyle. The hair model (left) consisting of 940 clusters at three levels of detail was created after the photograph shown in the middle (image courtesy of http://www.hairboutique.com). The small images show the skeleton curves at each level of detail.

Figure 4-25. A smooth hairstyle. The hairstyle on the left is modeled after the image on the right (http://www.hairboutique.com)
Various hairstyles created with the MHM system are shown in Figure 4-26. Note how the same face model looks different with varying hairstyles (c.f. Figure 1-1). The strength of MHM system is the user’s ability to rapidly edit and add details to existing hair models. For example, the second hair model on the first row was created by editing the final hair model shown in Figure 4-1. Only the shape of root clusters was modified in this case.
4.9 Implementation Details

To speed up the model updates, we use caching schemes such as tabulation of sine functions and curve approximation to find the closest point on a curve. Thus, memory requirement is currently high (200 MB at maximum). Considering that the data structure of the hair tree itself is compact (4KB per each GC), the memory usage could be reduced by further optimizations and faster CPUs. The current bottleneck in the model update is the curve evaluation for each strand (table 4-1). For efficiency, we tag hair clusters that the user is currently editing and update hair strands only for these clusters.

When the root positions of hair strands are sampled, the hair density can vary over the curved scalp surface. Although this is not a serious problem, we could provide an additional density map on the scalp that the user can paint. The scalp surface may also be used as an atlas for texture maps of other parameters such as colors, thickness, etc.
4.10 Conclusion

As with any multiresolution approach, the benefit of MHM is maximized with complex models, such as natural curly hairs. The major benefit of MHM lies in a user’s capability to rapidly add structural details and variations, given initial templates. Providing a gallery of rough style templates would greatly speed up the production of various hairstyles.

GCs are chosen as cluster representation mainly due to its modeling efficiency (e.g., axial scaling/twist) and also because a hair strand can be treated as a very thin GC. However, GCs may not be best suited to modeling global shapes for smooth hair or short hair. Existing methods may suffice for smoothly varying hairstyles (e.g., [Anjyo 1992] [Hadap 2000]) and short hair/animal fur (e.g., [Goldman 1997] [Lengyel 2000] [Lengyel 2001]). Thus, it may be worth investigating methods to fit root clusters into other control primitives (e.g., polygonal models) or using MHM as a backend system to refine the results from other modeling methods.

Currently, the hair model is defined for a specific head model. It would be useful to transfer hairstyles from one head model to another. The scalp surface abstraction and the copy/paste tool may provide good starting points. Scattered data interpolation techniques such as Radial Basis Functions may also provide reasonable adaptation of the hair model to different head meshes. Completely automating the process may require sophisticated dynamics to handle both hair-hair and hair-head interactions.

In the MHM framework, the user implicitly designs the hair/hair interactions in the form of multiresolution clusters. Extending MHM to support animation seems feasible in many ways. At the highest level, one could provide the user with kinematics or dynamics controls over root clusters. Alternatively, strand level animation techniques could be employed to animate the lowest level strands. However, in reality when hair moves, hair/hair interactions cause hair clusters to change dynamically, from large coherently moving clusters to independently moving strands, and vice versa. Simulation of such dynamic clustering effects is a challenging problem. The
preservation of user-defined style raises another issue. See chapter 7 for more discussions on animation.

This chapter concludes the series of hair modeling work I have done during the course of my Ph.D. study. As in the TSV method presented in the previous chapter, efforts were made to reproduce the visual structure of human hairstyles, with the help of combing functions in the TSV model or multiresolution cluster model in this chapter. A hair model is not a simple unorganized soup of hair strands. There are always structures in the form of clustering, curling, and other hair-hair interaction effects. These structures are what hairstylists often strive to create through their extensive styling efforts. These volumetric structures form a visual signature that differentiates one hairstyle from another. The differences in visual appearance of hair not only comes from the shape differences, but also comes from the way hairs reflect, scatter, and occlude the illumination around them. The next two chapter present detailed theoretical foundation and practical algorithms related to the problem of reproducing the visual appearance – hair rendering.
Chapter 5

5. Fundamentals of Hair Image Synthesis

Hair rendering is challenging in many aspects of computer graphics. First of all, the number complexity causes the image synthesis process to be computationally demanding. For example, in a recent movie ‘final fantasy’, more than 25% of rendering time is spent purely for hair rendering [Duncan 2001].

Hair, as a collection, is a highly discontinuous volume. The volumetric nature of hair is not simply captured by any surface based rendering algorithms. The hair volume is partly translucent, as observed in back lighting situations where dominant lights are placed behind the hair. The discontinuity of hair models and the thin geometry of each strand cause serious under-sampling problems known as aliasing in computer graphics. A naïvely-implemented hair rendering algorithm often causes visually objectionable high frequency images, failing to capture the smooth appearance of hair. The reflectance property of each hair strand is not yet well understood, adding to the difficulty of hair rendering.

Although there exist some impressive hair-rendering work from the film industry, few details have been published, with exceptions such as [Berney 2000] [Bruderlin 1999] [Goldmann 1997] [Fong 2001]. A framework is thus needed to understand the fundamental problem and to provide a guideline for any research on hair rendering. This chapter aims at providing an overview of the general problem of hair rendering.
In general, one needs to take into account followings to realistically render hairs,

- **Anisotropy (reflectance model)**; hairs reflect and scatter lights differently depending on the light’s direction and the viewing direction in a complicated way.

- **Global illumination (self-shadows)**; the scattering and inter-reflection between hairs create important visual cues that distinguish one hairstyle from others. Different illumination condition due to indirect light transport these result in rich color variation even for hairs consisting of similar material properties. In particular, self-shadows (attenuated light) provide the sense of depth and volume for the underlying structure.

- **Antialiasing**; the geometry to be rendered is highly discontinuous. Hence the correct sampling of the thin geometry is an essential step in realistic hair rendering.

There are a few fundamental theories that govern any image synthesis (rendering) algorithms. Section 5.1 introduces some important concepts that were developed in the field of signal processing. Then, the general equations of volume rendering are described in the context of hair rendering in section 5.2 through section 5.6.

### 5.1 Aliasing and Sampling Theory

Aliasing is a well-studied problem with a long history, first identified by Crow in computer graphics [Crow 1977]. The sampling theorem, developed in the signal processing community, states that the sampling frequency of continuous signal should be at least double the highest frequency of sampled signal [Shannon 1949]. This minimum sampling frequency is often referred to as the Nyquist frequency. In the context of hair rendering, the theorem can be restated as follows. The sampling frequency of image samples should be higher than double the highest frequency of underlying hair model. Since a hair fiber has a highly asymmetric shape with extremely small cross sections, the highest variation in hair geometry mostly comes from the thickness of a hair strand.
It is known that a hair fiber is as thin as 0.03 to 0.09mm [Valkovic 1988]. In a situation where the hair volume covers the viewer’s field of view, a hair strand covers only 0.045 to 0.135 degrees of the field of view, assuming that the viewer’s field of view is about 30 degree and each dimension of the hair volume is about 20 cm long. The projected size of a hair strand is equivalent to the size of a single pixel in an image of 2000 to 7000 pixels along each dimension. The Nyquist frequency for hair rendering becomes about 0.0225 to 0.07 degrees, or 15 to 40 cycles per degree, or 4000 to 14000 pixel resolution per each dimension of the image. As the viewer moves farther from the object (hair), the required sampling frequency turns even higher. Moreover, when many hair strands partially occlude each other, the required sampling frequency can potentially go even higher than the simple estimation above. In a common environment setting, the image resolution rarely reaches such dimension. In an image device with the resolution of 640 by 480 pixels, it is common that dozens or even hundreds of strands contribute to the color of a single pixel.

Two most widely used techniques for rendering are perhaps the ray tracing [Glasnner 1995] [Whitted 1980] and Z-buffer based rasterization methods [Foley 1995]. Both methods heavily rely on point sampling; each pixel is considered an infinitesimal point sample of the scene. The point sampling corresponds to the ray-object intersection test in ray tracing and the center of scan conversion grid in Z-buffer based rasterization. For these methods to work efficiently, the signal (color, shadow, reflectance) coming from the object should not vary inside the pixel’s extent. However, as already noted, each pixel can be covered by many hair strands and a single point sample cannot capture this variance. For example, see Figure 5-1. Assume that three hair strands cover a pixel and each hair strand’s color is red, green, and blue, respectively. If each hair strand covers exactly one third of the pixel’s extent, the correct color sample of the pixel should be an averaged color of the three colors - gray. However, a single point sampling will cause the pixel to change in color to either of the three. So, instead of gray (a true sample), the pixel’s color will alternate in red, blue, and green, depending on the point sample’s position.
This type of undersampling is the primary source of the visually distracting aliasing artifacts such as sparkling of colors and brightness in hair rendering. Supersampling is a natural solution to the aliasing problem. The main idea is to use sufficient number of point samples per each pixel, and average their contributions, at the cost of increased time to generate these point samples. It is known from the central limit theorem that increasing the number of samples can reduce the variance. A set of random samples placed on the pixel’s extent will exhibit the variance of $O(N^{-1})$ and the standard deviation of $O(N^{-1/2})$ [Mitchel 1996]. This implies that as more samples are used, the sample will converge to a true integral over the pixel’s extent, at the rate of $O(N^{-1/2})$. The Nyquist threshold should be reached for convergence. However, as discussed earlier, the Nyquist frequency is very high for hair rendering, and the convergence rate is slow. The standard deviation of samples is a rough measure to errors in samples [Mitchell 1996]. This error measure only increases by $O(N^{-1/2})$. For example, using 100 samples are only 3.3 times better than 10 samples in

**Figure 5-1.** Consequences of point sampling in the presence of complex geometry.
terms of this error metric. So, in practice, for any super sampling method to work well for hair, a significant number of samples should be used (and it is a common practice in industry). In the context of rendering algorithm, a ray tracer needs hundreds or thousands of samples per pixel and hardware rasterization would need hundreds or thousands of accumulation steps.

The stratified sampling techniques, where sub-pixel grids are used to produce jittered sample patterns, often increase the convergence rate of the error for some scenes [Mitchell 1996]. However, the techniques are known to be no better than random samples in the case of highly complex geometry such as hair [Mitchell 1996] [Lokovic 2000]. In terms of signal processing, both random samples and stratified samples tend to push errors toward high frequency areas that are visually less distracting in the case of smooth geometry. However, as discussed in chapter 2, a digital image of hair has a broad energy spectrum that often spans over high frequency region. Thus, even stratified sampling or uncorrelated jittering [Keller 2001] is not much helpful in the case of hair rendering.

It is known from the signal processing domain that reasonable reconstruction of a high frequency signal can be achieved by band limiting the original high frequency signal. In this case, the reconstructed signal represents a low-pass filtering of the original signal. Band limiting requires integration of the scene’s contributions over a pixel’s sampling extent (or sampling kernel). In the context of super sampling, a large number of samples should be computed and then averaged per each pixel. Combined with the large number of hair strands to be processed, this adds to the difficulty of hair rendering.

An efficient way of distributing point samples [Dippe 1985] [Mitchell 1987] [Mitchell 1996] [Keller 2001], or different ways of sampling [Jones 2000] continue to be an active area of research. As current rendering algorithms and imaging devices hardly reach the Nyquist limit for hair rendering, a good hair rendering algorithm should implement a low pass filter for the underlying high frequency signals, as is often the case with any reconstruction of signals. Starting from the
next section, the remainder of this chapter will discuss the properties of the actual samples that are needed for hair rendering such as radiance, shadows, colors.

5.2 Volume Rendering Equation for Hair Rendering

Rendering a digital image of hair involves estimation of the radiance observed by a viewer for any point \( x \) inside the hair volume. The general equations for rendering a volume can be stated as [Kajiya 1984; Jensen 2001a],

\[
L(x, \omega) = \int_0^s e^{-\tau(x,x')} \sigma_a(x') L_i(x') dx' + \int_0^s e^{-\tau(x',x)} \sigma_s(x') \int_{\Omega_{\omega'}} p(x', \omega', \omega) L_i(x', \omega') d\omega' dx' + e^{-\tau(x,x+s\omega)} L(x + s\omega, \omega)
\] (5-1)

The equation (5-1) states the amount of radiance going out from the point \( x \) along a path of length \( s \) in direction of \( \omega \). The first term describes the sum of emitted light along the path and the second term accounts for the radiance from other side of the volume due to scattering, and the third term describes the attenuated propagation of light from the end point of the path. The transmittance function \( \tau \), (or optical depth [Jensen 2001a]), is a line integral of densities along a linear path.

\[
\tau(x,x') = \int_x^{x'} \sigma_i(t) dt
\] (5-2)

Three coefficients \( \sigma_a, \sigma_s, \sigma_i \) govern the relative amount of lights absorbed, scattered, and disappear (due to both absorption and scattering), respectively.

Since hair does not emit any light, the first term can be ignored if all the lights are assumed to be outside the hair volume. The volume rendering equation may be more intuitively interpreted as follows. Consider the second term of the equation (5-1) that involves nested integrals over a path (outer integral) and over all the directions (inner integral).

\[
\int_0^s e^{-\tau(x,x')} \sigma_s(x') \int_{\Omega_{\omega'}} p(x', \omega', \omega) L_i(x', \omega') d\omega' dx' 
\] (5-3)
The inner integral term states that for the point \( x \), another point \( x' \) along the path scatters the light it receives from all the possible directions (\( \omega' \)), toward the direction of the path (\( \omega \)). If a lighting function \( I \) is defined as

\[
I(x', \omega) = \int_{\Omega_{x'}} p(x', \omega', \omega) L_i(x', \omega') d\omega'
\]

(5-4)

, the volume rendering equation can be then compactly rewritten as

\[
L(x, \omega) = \int_{0}^{x} e^{-\tau(x, \omega') \sigma_s(x')}L(x', \omega') dx' + e^{-\tau(x, x+s\omega') \sigma_s} L(x + s\omega, \omega)
\]

(5-5)

This equation governs the process of hair rendering. The first term tells that the amount of radiance that a point \( x \) receives in direction \( \omega \) is an attenuated integral of radiance that are in-scattered from other points. The second term conversely tells that the radiance at the point \( x \) will contribute to the radiance at other points along the path in the same way. Aside from the scattering coefficient \( \sigma_s \), the most important terms in hair rendering are the phase function and the exponential attenuation. The phase function dictates the way a light is locally reflected, scattered, and transmitted through thousands or even millions of hair fibers. The exponential attenuation term accounts for a global variation of radiance due to varying densities of hair fibers inside the hair volume. The direct measurement of this attenuation forms a dominant factor in self-shadows between hair fibers.

### 5.3 The Phase Function

The reflectance and scattering of light inside a hair fiber can be stated as a three-dimensional function analogous to the BRDF (Bidirectional Reflectance Distribution Function) functions that are widely used for surface rendering. It is important to note that a hair reflectance model (phase function) should not only compute the reflectance (BRDF), but also the scattering and transmission. This phase function is often referred to as a local shading model in hair rendering literature. In these shading models, only the information about local neighborhood of a point in consideration is used.
A phase function for hair rendering can be stated as five dimensional function of the position on a hair fiber, and the incoming and outgoing directions of radiance.

\[ \int_{\Omega_x} p(x, \omega', \omega) d\omega' = 1 \]  

(5-6)

This function tells the ratio of the incoming radiance in direction of \( \omega \) and the outgoing radiance in direction of \( \omega' \) on the position \( x \) on a hair fiber. Note that the phase function is similar to the well-known BRDF function, but this function is unitless and normalized and a full sphere of directions are used instead of a hemisphere in this case. If the computation is limited to the local neighborhood of the position, however, this function can be reduced to four dimensions, consisting only of the incoming and outgoing directions transformed to the local coordinate system on the hair fiber (Figure 5-2).

This reduction of dimension assumes that the function does not vary along a hair fiber's length. Furthermore, assuming that the cross section of a hair fiber is roughly radially symmetric (close to a circle)\(^9\), another dimension can be reduced. An arbitrary normal vector N can be used.

\[ \text{Figure 5-2. A hair strand is assumed to be a straight cylinder in the neighborhood of the point } x \text{ for shading calculation. The differential cylinder has a tangent vector } T \text{ around } x. \]

---

\(^9\) It is known that the cross section of a hair fiber is slightly elliptic [Valkovic 1988]. However, if we consider the number of hair fibers, the orientations of these cross sections are random enough to assume that the cross section is a circle.
such that the normal is perpendicular to the tangent direction and both the normal and the incoming
direction $\omega$ stay on a plane perpendicular to the tangent direction (Figure 5-3). Thus, a local
coordinate frame can be constructed around the point $x$, with the normal vector and the tangent
vector. Given this frame, the phase function becomes three dimensional, where only the zenith
angle $\theta$ is meaningful for the incoming direction $\omega$.

The notion of phase function [Kajiya 1984] [Jensen 2001a] is widely used in the literature of
astrophysics. Commonly used phase functions include perfect diffuse scattering function, Rayleigh
scattering [Kajiya 1984], and the Henyey-Greenstein phase function [Henyey 1947]. See [Jensen
2001a] for examples. The phase functions in these contexts are fairly simple and often isotropic
(independent of directions). The phase functions are based on an assumption that the participating

---

**Figure 5-3**: Hair shading geometry
scattering particles are spherically shaped. Since scattering from a sphere is isotropic, only the phase angle, the angle between the incoming direction and the outgoing direction is used. In the case of hair fiber, however, the shape is rather cylindrical and highly anisotropic. A specialized phase function is thus needed for hair rendering.

Because of the anisotropy, the direction of hair growth represented by the tangent vector of the cylinder becomes the dominant factor for hair shading. A normal vector, often a dominant factor for surface shading models such as Phong shading and BRDFs, is not well defined for hair shading. As mentioned in the previous section, it is often assumed that the optical behavior of a hair fiber is independent of the orientation around the tangent vector. In this case, one can choose any normal vector on the plane perpendicular to the tangent vector (Figure 5-4). In practice, it is convenient to define a local coordinate frame around the differential cylinder. A widely used scheme is to define the normal vector as the projection of the light direction on the normal plane [Anjyo 1991] [Banks 1994] [Kajiya 1989].

With this local frame coordinate system, a hair shading function can be represented as \( p(\theta, \theta', \phi') \), a phase function of three variables \( \theta \), the angle between the light direction and the normal of local frame coordinate system, \( \phi \) and \( \theta' \), the polar coordinates of the reflection vector \( \mathbf{R} \)

![Figure 5-4](image.png)  
*Figure 5-4. The reflection vector \( \mathbf{R} \) can be expressed by polar coordinates of the local coordinate frame defined by the tangent and the normal plane.*
in the local coordinate frame (Figure 5-4). Thus, hair shading models mentioned above can be considered to compute this three-dimensional phase function \( p(\theta, \theta', \phi') \) in one form or another.

### 5.4 Hair Shading Model

A shading model states how much a hair fiber reflects or transmits to a given direction when the hair fiber is fully lit. Since global aspects such as shadows are not accounted for, the term *local shading model* is often used. It is often assumed that the shape of a hair strand on its local neighborhood is a straight cylinder (Figure 5-2).

The most commonly used shading model is the one originally developed by Kajiya and Kay [Kajiya 1989]. The model is composed of Lambertian diffuse component and anisotropic specular component. Similar, but simpler models are used in [Anjoy 1992] and [Rosserblum 1991].

In the Kajiya-Kay model, a Lambertian cosine falloff function is used for diffuse lighting. The closer the light is to the normal, the more illumination is received.

\[
\Psi_{\text{Diffuse}} = K_d \sin(T, L)
\]  

(5-7)

where \( K_d \) is a scaling constant for the diffuse illumination. In [Anjyo1992], the same quantity is computed using the angle between \( \hat{L} \) and \( \hat{N} \), or \( \theta \).

\[
\Psi_{\text{Diffuse}} = K_d \sin(T, L) = K_d \sin(\pi / 2 + \theta) = K_d \cos \theta = K_d (\hat{N} \cdot \hat{L})
\]  

(5-8)

A non-diffuse (specular) illumination is computed using the viewing vector \( \hat{V} \). The specular illumination becomes the biggest when the angles between \( \hat{L} \), \( \hat{N} \) and \( \hat{N} \), \( \hat{V} \) are the same. The Kajiya-Kay model computes

\[
\Psi_{\text{Specular}} = K_s [(T \cdot L)(T \cdot V) + \sin(T, L) \sin(T, V)]
\]  

(5-9)

\( \Psi_{\text{Specular}} \) denotes the angle between two vectors \( V_1, V_2 \). Using the polar coordinates, Equation (5-9) can be compactly rewritten as
Putting the diffuse and specular terms together, the Kajiya-Kay model becomes

\[ p(\theta, \theta', \phi) = K_d + K_s \cos(\theta) + K_s \cos^p(\theta - \theta') \]  \hspace{1cm} (5-11)

Note that the shading model is independent of the azimuth angle \( \phi' \) and it depends only on the relative zenith angle. This shading model is simple, efficient and thus widely used. However, a real hair fiber is more complicated than this simple model. As pointed out in [Goldman 1997], a hair fiber is not perfectly diffuse around its cylindrical axis. As introduced in chapter 2, a hair fiber is layered and semi-transparent. Due to scattering, a hair fiber exhibits strong transmission (forward scattering) when lit from behind, while it is more diffuse when lit from front.

Based on the above observation, Goldman adds a scalar term, \( \kappa \), that computes the directionality of a hair fiber with regard to the lighting direction and the view direction.

\[ \kappa = \cos(T \times L, T \times V) = \frac{(T \times L) \cdot (T \times V)}{\|T \times L\| \cdot \|T \times V\|} \]  \hspace{1cm} (5-12)

The directional attenuation factor is then given as

\[ f_{dir} = \frac{1 + \kappa}{2} \rho_{\text{reflect}} + \frac{1 - \kappa}{2} \rho_{\text{transmission}} \]  \hspace{1cm} (5-13)

If the reflection from the underlying head surface is ignored, the Goldman model can be written as

\[ \Psi_{\text{hair}} = f_{dir} (\Psi_{\text{Diffuse}} + \Psi_{\text{Specular}}) \]  \hspace{1cm} (5-14)

Note that the directional term is a function of three vectors \( T, L, \) and \( V \). If we align the y-axis of the local coordinate frame with \( N \), and the x-axis with \( T \),

\[
\Psi_{\text{Specular}} = K_s[(T \cdot L)(T \cdot V) + \sin(T, L)\sin(T, V)]^p \\
= K_s[\cos(T, L)\cos(T, V) + \sin(T, L)\sin(T, V)]^p \\
= K_s \cos^p[(T, L) - (T, V)] \\
= K_s \cos^p[(N, L) - (N, V)] \\
= K_s \cos^p(\theta - \theta')
\] (5-10)
\[ T = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T \]
\[ L = \begin{bmatrix} \sin(\theta) & \cos(\theta) & 0 \end{bmatrix}^T \]
\[ V = \begin{bmatrix} \sin(\theta') \cos(\phi') & \cos(\theta') & \sin(\theta') \sin(\phi') \end{bmatrix}^T \]  

(5-15)

The two cross productions in Equation (5-12) are then,

\[ T \times L = \begin{bmatrix} 0 & 0 & \cos(\theta) \end{bmatrix}^T \]
\[ T \times V = \begin{bmatrix} 0 & -\sin(\theta') \sin(\phi') & \cos(\theta') \end{bmatrix}^T \]  

(5-16)

Plugging these terms into Equation (5-12) yields

\[
\kappa = \cos(T \times L, T \times V) = \frac{(T \times L) \cdot (T \times V)}{\|T \times L\| \|T \times V\|} = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} 0 & -\sin(\theta') \sin(\phi') & \cos(\theta') \end{bmatrix} \|T \times V\| \\
= \cos(\theta') \sqrt{\sin^2(\theta') \sin^2(\phi') + \cos^2(\theta')} \]  

(5-17)

and

\[
f_{\text{dir}} = \frac{\sqrt{\sin^2(\theta') \sin^2(\phi') + \cos^2(\theta') + \cos(\theta')}}{2 \sqrt{\sin^2(\theta') \sin^2(\phi') + \cos^2(\theta')}} \rho_{\text{reflect}} \\
+ \frac{\sqrt{\sin^2(\theta') \sin^2(\phi') + \cos^2(\theta') - \cos(\theta')}}{2 \sqrt{\sin^2(\theta') \sin^2(\phi') + \cos^2(\theta')}} \rho_{\text{transmit}} \]  

(5-18)

Note that the directionality term \( \kappa \) and hence the attenuation term \( f_{\text{dir}} \) are the function of two variables \( \theta', \phi' \). The directionality term \( \kappa \) becomes positive if \( \|\theta\| < \frac{\pi}{2} \), and negative if \( \|\theta\| > \frac{\pi}{2} \). The positive case corresponds to the frontlighting when the light and view direction are at the same side of the hair, and the negative case corresponds to the backlighting. Note also that two additional control parameters are added in this model, \( \rho_{\text{reflect}} \) and \( \rho_{\text{transmit}} \). These parameters are empirically set. For example, nearly equal coefficients are used for white or gray hairs and higher reflectance value is used for pigmented hair [Goldman 1997]. Given equally set coefficients, the
attenuation coefficient $f_{dir}$ simply becomes a constant. In this case, the Goldman model is equivalent to the Kajiya-Kay model.

These existing models are purely empirical. The parameters such as diffuse, specular, and directionality coefficients should be controlled at the user’s discretion. One obvious problem may be that these shading models completely ignore the multiple reflections inside the fiber. As a consequence, the diffuse terms become zero when the lighting direction coincides with the tangent vector. In reality, non-trivial amount of lights can be observed even in such case. These result in parameter tweaking for practical use in the film industry [Berney 2000].

### 5.5 Yet Another Shading Model

In search for better shading models, I experimented with two extended versions of the previous shading models. One is purely empirical and another is based on simplified physical simulation of hair fiber. This subsection will briefly describe these shading models. In particular, the shading models are inspired by the observation that the scattering patterns of a fiber are significantly different depending on whether the light is in the same direction as the observer (front lighting) or not (back lighting).

![A cross-section of a semi-transparent cylinder illuminated by a directional light.](image)

**Figure 5-5.** A cross-section of a semi-transparent cylinder illuminated by a directional light.
In this subsection, discussions are limited to a situation where the light is hitting a hair fiber in a perpendicular direction to the fiber. In other word, assume that the light vector lies on the normal plane (Figure 5-5). Recall that the phase function \( p(\theta, \theta', \phi') \) has three arguments. Assume that the phase function is separable as follows.

\[
p(\theta, \theta', \phi') = p'(\theta, \theta')I(\phi')
\]  

(5-19)

The main focus here is to examine how the angle \( \phi' \) around the cylindrical axis of a hair fiber affects the phase function.

### 5.5.1 Empirical Model

Consider the cross section of a cylinder by a plane perpendicular to the tangent (Figure 5-6). Given a directional light, Lambertian illumination incident on the cross sectional circle is given as

\[
I(\phi') = \begin{cases} 
I \cos(\phi'), & -\frac{\pi}{2} \leq \phi' \leq \frac{\pi}{2} \\
0, & \text{otherwise}
\end{cases}
\]  

(5-20)

where \( I \) is incident illumination, and \( \phi' \) is the azimuth angle between the light’s direction \( \vec{L} \) and a vector \( \vec{C} \) connecting the center and a point on the circle (Figure 5-6a).

![Figure 5-6. Light reflected off a circle. (a) The gray region is not illuminated by light in direction of \( \vec{L} \). (b) Lambertian illumination as a function of \( \theta \). (c) Perfect mirror reflection of incident ray.](image-url)
Assuming that a hair fiber is composed of a homogeneous material and the surface of a hair strand is perfectly smooth, the incident radiance is reflected using a perfect mirror reflection. Given the incident angle $\theta$, the angle of reflected ray is $2\theta$ (Figure 5-6c). Plugging it into (5-20) results in the following equation.

\[
R(\phi') = \begin{cases} 
1 & \text{if } -\pi \leq \phi' \leq \pi \\
0, & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (5-21)

The polar plot of reflected energy is shaped like a flipped heart (Figure 5-7a). Note that the shape is different from shapes of the widely used Kajiya-Kay model (Figure 5-7b). Light direction is assumed to lie along 90 degree.

Due to refraction, a hair fiber shows strong forward scattering property and hence the energy plot of transmitted lights tends to be much narrower than in backward scattering (Figure 5-8). The transmitted light can be approximated using a single cosine lobe.

\[
T(\phi') = \begin{cases} 
1 & \text{if } k|\phi'| \geq \pi \left(1 - \frac{1}{2k}\right) \\
0, & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (5-22)
A constant $k (>1.0)$ is used to control the amount of refraction such that larger $k$ results in narrower transmission.

Combining two phase-functions yields a single phase equation.

$$I(\phi') = \rho_r R(\phi') + \rho_t T(\phi')$$

(5-23)

where $\rho_r$ and $\rho_t$ are the albedo terms to control the amount of scattering. Figure 5-9 illustrates some examples of combined phase functions.

![Figure 5.8](image)

(a) $k = 1.0$  (b) $k = 2.0$  (c) $k = 4.0$

**Figure 5.8.** Phase functions for forward scattering. $k$ controls the sharpness of scattering.

Finally, the empirical model combines above one-dimensional phase function with Kajiya-Kay model (equation 5-11) as

$$p(\theta, \theta', \phi') = p'(\theta, \theta') I(\phi') = \left[ K_d \cos(\theta) + K_s \cos^\rho (\theta - \theta') \right] \left( \rho_r R(\phi') + \rho_t T(\phi') \right)$$

(5-24)

Note that this type of factoring is possible since Kajiya-Kay model depends on the two zenith angles and our phase term depends on only the outgoing azimuth angle. In fact, our model is similar in spirit to the model by Goldmann (equation 5-14). In particular the $f_{dir}$ term is comparable to our phase term (equation 5-23). However, the Goldmann’s directionality term is arbitrarily chosen and its physical meanings are not very clear (note the complexity of the attenuation term in equation 5-18 when it is written with polar coordinates). Also, the ability to tune the size of each cosine lobe for either reflection or transmission is missing in the Goldman’s model.
Figure 5-9. Examples of combined phase functions.
5.5.2 Simulated Model with a Single Layer

It is known that a dielectric material such as glass changes its reflectance depending on the angle of incident lights. A glass with the index of refraction 1.50 transmits 96 percent of incoming lights at normal incidence, while fully reflects the incoming light at grazing angle [Jenkins 1976]. Reflectance increases with the angle of incidence, first gradually and then more rapidly. The fraction of reflected lights on transparent material can be expressed using Fresnel’s laws of reflection (Figure 5-10).

![Figure 5-10. Fresnel reflectance for a glass having n = 1.50.](image)

In this experiment, the scattering function I(\(\phi'\)) is simulated using a Monte-Carlo sampling technique. Since the reflectance is isotropic around the cross section, the light direction is fixed along the vertical axis. For each ray, the first incident point is sampled on the hemi-circle, and propagated using the following rules.

- The fresnel reflectance is used as a probability of a ray being reflected or refracted.
- Refracted ray is computed using the Snell’s law.
- When the ray exits the boundary, the energy is recorded according to the direction.
The simulation depends only on the index of refraction. Figure 5-11 shows examples of simulated phase functions. From the optics research [Wang 1995], it is known that the index of refraction for natural hair fibers is about 1.58. In practice, the functions around this value will be more meaningful (Figure 5–11b). Interestingly, it can be seen that the transmission term is much stronger than the reflection term. Also, two small peaks can be observed diagonally in the reflection case.

![Graphs showing simulated phase functions with different indices of refraction](image)

(a) Index of refraction = 1.2
(b) Index of refraction = 1.5
(c) Index of refraction = 2.5
(d) Index of refraction = 3.5

**Figure 5-12.** Simulated phase functions (continued on the next page).
5.5.3 Discussion

The assumption in section 5.5.1 that a hair fiber has a very strong forward scattering property can be verified to a certain extent with this hypothetical experiment. The simple experiment may explain why the primary scattering along the light direction (self-shadows) is the dominant factor in hair rendering. Real human hair fibers are composed of multiple layers (Figure 5-13). A cross section of hair strand reveals two distinct components, the cuticle and the cortex. The cuticle is the translucent outermost surface of the hair shaft, whilst the inner bulk of the hair is composed of a more fiberous keratin (cortex). To provide a more meaningful simulation result, the simulation of multiple scattering between these two layers may be needed. In addition, full 3D simulation of a hair cylinder may be required instead of a simple 2D model presented here. In this aspect, physically based measurement of the optical properties of human hair fiber can be useful. This is still an active research area in the optics community [Wang 1995]. For physically based rendering of different hair fibers, it may be useful to acquire and store a database of such physical measurement samples, either through tabulation of this three dimensional function, or by higher order fitting techniques such as spherical harmonic functions [Westin 1992].
5.5.4 Recap

In this section, it was shown that any hair shading model can be expressed in the form of the phase function \( p(\theta, \theta', \phi') \) in the context of a volume rendering equation. As mentioned above, a traditional hair shading model use three vectors - the light direction \( \vec{L} \), hair tangent \( \vec{T} \), and the viewing vector \( \vec{V} \). The conversion between these vectors and three phase angles can be done as follows.

The normal \( \vec{N} \) is defined as in section 5.4. Then two azimuth angles \( \theta, \theta' \) are given as \( \theta = \cos^{-1}(\vec{N} \cdot \vec{L}) \) and \( \theta' = \cos^{-1}(\vec{N} \cdot \vec{V}) \). The viewing vector \( \vec{V} \) is projected onto the plane perpendicular to \( \vec{T} \). The projected vector \( \vec{v} \) is given as \( \vec{v} = \vec{V} - (\vec{V} \cdot \vec{T})\vec{T} \). The phase angle \( \phi' \) is then given as \( \phi' = \cos^{-1}(\vec{N} \cdot \vec{v}) \). Then these angles can be used to compute hair reflectance with any hair shading model described so far.

5.6 Shadows and Primary Scattering

Recall the volume rendering equation (5.5), restated below

\[
L(x, \omega) = \int_0^x e^{-\tau(x,x')} \sigma_s(x') I(x', \omega) \, dx' + e^{-\tau(x,x+s\omega)} L(x + s \omega, \omega)
\]
The volume rendering equation can be further reduced to a simpler form if multiple scattering is ignored. The assumption made here is that the light marches and attenuates along a straight path and get scattered only once before it is sensed by the viewer. This is equivalent to approximating the inner integral of the volume rendering equation with the direct illumination

$$\int_{\Omega_{4\pi}} p(x', \omega', \omega) L_i(x', \omega') d\omega' = L(x', \omega) = L(x + s \omega, \omega)$$  (5-25)

In other words, the in-scattered light can be considered being convoluted with a dirac filter with the preferred direction toward the light. Let $\omega_i$ be such a direction. Then, the volume rendering equation reduces to

$$\frac{L(x, \omega_i)}{L(x + s \omega_i, \omega_i)} = \int_0^s e^{-\tau(x', s \omega_i)} \sigma_i(x') dx' + e^{-\tau(x, x + s \omega_i)}$$  (5-26)

Since scattering is ignored the first term can be discarded. Here $L(x, \omega_i)$ is the amount of attenuated (shadowed) direct illumination that a point $x'$ receives from the light. Rearranging the equation yields

$$L(x, \omega_i) = e^{-\tau(x, x + s \omega_i)} L(x + s \omega_i, \omega_i)$$  (5-27)

Equation (5-27) is a simplified volume rendering equation that accounts for only forward scattering. This equation will be approximated through an efficient shadow algorithm in chapter 6. Combining this with the primary scattering yields a simplified radiance estimate for each viewing direction $\omega$ as

$$L(x, \omega) = \sum_l p(x, \omega, \omega_i) e^{-\tau(x, x + s \omega_i)} I_l$$  (5-28)

$I_l$ is a constant illumination from the light source $l$. Equation (5-28) states that the attenuated contribution from each light source is scattered due to the phase function and these contributions are summed over each light. Note that the first term computes the summation of radiation from the light sources through the dense hair volume. Note that this is essentially equivalent to existing
hair rendering methods that combine shadow maps with local shading models. This observation forms the theoretical basis for the efficient hair shadow and antialiasing algorithms that will be presented in the chapter 6. There are many simplifying assumptions with it and these should be noted if more accurate physical simulations are desired.

5.7 Sampling the Radiance

Suppose $X(u,v)$ be a point on the image plane and $R(x,y)$ be a function of directions of a ray starting from the center of the camera through the point $X(u,v)$. Let $\psi(u,v)$ be the line integral of radiance from the viewer through the volume along each sample’s line of sight. Then, $\psi(u,v)$ is computed as

$$\psi(u,v) = \int L \{ X(u,v), wR(u,v) \} dw$$  \hspace{1cm} (5-29)

Then, a correct sample for each pixel should be computed as

$$I_{i,j} = \int_{-r}^{r} \int_{-r}^{r} f(s,t)\psi(i + 1/2 - s, j + 1/2 - t)dsdt$$  \hspace{1cm} (5-30)

$f$ is a weighting kernel function and $\psi$ is the line integral of radiance defined above.

In practice, it is important to note that the accumulated radiance estimate $\psi$ is affected by two dominating factors. First, a fractional visibility should be correctly computed as a hair strand rarely fully covers a pixel’s extent. This is accounted for in equation (5-30) with the weighting kernel. Second, a hair strand is not a completely opaque object. A simple observation of real hair reveals that the light hitting a hair fiber is not only reflected off the surface of the hair fiber, but also scattered and transmitted in every direction. This property is evident from the back lighting effect, where a strong light is put behind the hair and the silhouette of hair shines brightly due to the transmission and scattering inside hair fibers. Again, these properties add to the difficulty of hair rendering. The correct treatment of such translucency, expressed in equation (5-27) and (5-28), is very important to faithfully capture the optical properties of hair, regardless of the number of samples used for each pixel.
5.8 Other Issues

Previous sections discussed equations that are fundamental for hair rendering. The volume rendering equation for hair describes, per each pixel sample, the accumulated measure for radiance. Although direct conversion of radiance estimate to RGB colors often yields a reasonably good digital picture of hair, there are issues that demand more cares.

- High dynamic range imaging: It is known that visual response of human eyes is a nonlinear function of the actual radiance [Durand 2000]. A corresponding conversion operator, often referred to as tone mapping, may be needed for certain kinds of scenes where the difference in measured radiance is substantial such as backlighting of sunlight in outdoors.

- Color responses: It is also known that the commonly used RGB color space does not form a perceptually consistent linear mapping of colors. Simply scaling a RGB color does not produce the same tone of color. This is important for hair rendering where color of hair strands continuously vary due to self-shadows and varying illumination. Thus, simply scaling a yellow color does not reproduce the feel of a blond hair color. A normalized color space such as XYZ space [Glassner 1995] could be a better option.

5.9 Hardware Accelerated Hair Rendering

The enormous number of hair strands necessitates a computationally efficient rendering algorithm. However, the underlying fundamentals of image synthesis introduced in this chapter reveal a number of difficulties that make a physically correct simulation of light transport inside a hair volume very computationally demanding and practically impossible. Instead an alternate formula for practical rendering was formulated. In the next chapter, a practical hair rendering system is introduced based on the simplified rendering model. The goal of such modification and simplification is to build a hair rendering system that is efficient enough to be used in an interactive hair modeling framework, but is still faithful to the underlying principles of hair image synthesis.
described in this chapter. More specifically, the next chapter will target for developing scalable and efficient hair rendering algorithms for explicit hair models that may vary in time.

Ray tracing is the most general method to any kind of lighting simulation. However, as discussed earlier, ray tracing requires a large number of samples per pixel and the calculation of each sample could be prohibitively expensive, considering the large number of hair strands at hand. Moreover, correct simulation of translucency adds to the complexity.

The work presented in the next chapter is motivated by the recent progress in computer graphics hardware. Considering the number complexity of an explicit hair model (often over a million segments), it seems natural to exploit the ever-increasing performance of graphics hardware as much as possible. However, the standard graphics pipelines are not designed for complex, thin geometry such as hair. Nevertheless, there exist some ways to exploit this valuable resource for hair rendering. In the next chapter, a set of efficient hair rendering algorithms are developed, each of which heavily exploits existing graphics hardware. This leads to interactive rendering of arbitrary explicit hair models, complete with shading, antialiasing, and self-shadows.
Chapter 6

6. Interactive Hair Rendering

This chapter presents a practical interactive hair rendering system tightly integrated in the interactive hair modeling system in chapter 4. Since a hair volume can form virtual any shape through hairstyling or in animation, it is necessary for a rendering system to handle arbitrary explicit hair model. The discussions in this chapter are limited to explicit hair models since they are the most general hair representation. Example hair models are from chapter 4, but models from any existing hair modeling system could be also used, as long as they are explicitly represented.

6.1 Overview

With an explicit hair model, each hair strand is drawn separately. From a rendering system’s point of view, a hair strand can be represented as polygonal strips, or cylinder, or a parametric curve. Since a hair strand is typically much thinner than the size of a pixel, these two representations are in fact equivalent inside graphics hardware (a line is treated as the special case of thin polygon). In the rendering system presented here, each hair strand is represented by a set of line segments (polyline). Figure 6-1 illustrates the components of the system. Given a face model and a hair model, the system produces an image in roughly three steps – computing shadows and colors of each hair (polyline), drawing the face model, and compositing colored line drawing of hairs.
Figure 6-1. Overview of the hair rendering process
Below are brief descriptions of each component. In later sections, each component will be discussed in more details.

1. Shadows are computed at each end point of the line segment. Hair self-shadows and shadows from hair to other objects are computed with the opacity shadow maps algorithm (section 6.2). Shadows from other objects to hair or object self-shadows are computed with the depth-based shadow maps. Since shadows are view-independent, a static hair model of modest complexity can be interactively rendered by caching pre-computed shadow values for each hair strand.

2. There are two options to integrate other scene objects (e.g. face). For interactive viewing purpose, other objects are first drawn with OpenGL and the depth buffer update is disabled. Finally, line segments representing hairs are then drawn. In this case, shadows from hair to objects and object self-shadows are not computed. Alternatively, the scene objects can be pre-rendered with an offline renderer. With an offline render, an image of other objects with a depth map is precomputed. First the image is drawn into the OpenGL color buffer and the depth map is also loaded to the OpenGL Z-buffer. Then, the depth buffer update is disabled and hairs are rendered with the same mechanism as above.

3. Shading calculation is performed at the end points of each line segment (Kajiya-Kay model is used). The shading calculation is done for each light source and multiplied by the transmittance value representing shadows. These color values are summed over all the light sources. The computed color between those endpoints are interpolated by simply drawing each line with the two colors in OpenGL (analogous to Gouraud shading for polygon rendering). Lighting options in OpenGL are disabled. For correctly filtered line drawing, antialiasing is performed in two passes (section 6.3). Line segments are first ordered by visibility. In final drawing pass, the ordered lines are drawn from farthest to closest to the viewer.
6.2 Hair Self-shadows by Opacity Maps

Hairs cast shadows onto each other, as well as receive and cast shadows from/to other objects in the scene. Especially, self-shadows create crucial patterns that distinguish one hairstyle from others. Brute force self-shadow calculation may result in an $O(N^2)$ algorithm. Conventional depth-based shadow map algorithms incur severe shadow aliasing problems. This section introduces an efficient shadow generation algorithm that makes full use of graphics hardware accelerator.

Rendering self-shadows inside volumetric objects (hair, fur, smoke, and cloud) is a challenging problem. Unlike solid objects, a dense volume made of many small particles exhibits complex light propagation patterns. Each particle transmits and scatters rather than fully blocks the incoming lights. The strong forward scattering properties as well as the complex underlying geometry make the shadow generation difficult. However, self-shadows are crucial to capture effects such as backlighting.

Two techniques are generally used for volumetric shadows\textsuperscript{10}; shadow maps [Lokovic 2000] [Reeves 1987] [Williams 1978] and ray tracing [Glassner 1989] [Kajiya 1984] [Jensen 2001a]. In traditional depth-based shadow maps (DBSM), the scene is rendered from the light’s point of view and the depth values are stored. Each point to be shadowed is projected to the light’s camera and the point’s depth is checked against the depth in the shadow map. In ray tracing, a ray is shot from a scene point to the light. If the ray intersects any particle on its way, shadows are detected and accumulated. Complete ray tracing of hairs can be prohibitive in terms of rendering time. In practice, shadow maps are often used in conjunction with ray tracing for efficiency.

A good property of traditional shadow map is that the shadow map can be generated with hardware by rendering the scene from the light’s point of view and storing the resulting depth buffer. However, severe aliasing artifacts can occur with small semi-transparent objects. As

\textsuperscript{10} For other types of shadows, refer to [Woo 1990] and survey sections in [Zhang 1998] [Lokovic 2000] for more recent ones.
discussed in section 5.1, in a dense volume made of small primitives, depths can vary radically over small changes in image space. The discrete nature of depth sampling limits DBSM in handling such objects. Moreover, small particles are often semi-transparent due to forward scattering. The binary decision in depth testing inherently precludes such translucency. Thus, DBSM is unsuited for volumetric objects such as hairs.

The transmittance \( \tau(p) \) [Lokovic 2000] of a light to a point \( p \) can be written as

\[
\tau(p) = \exp(-\Omega), \text{ where } \Omega = \int_0^l \sigma(l') dl'
\]  

In (6-1), \( l \) is the length of a path from the light to the point, \( \sigma \) is the extinction (or a density) function along the path, as given in equation (5-2) and [Blinn1982] [Kajiya1984] [Lokovic2000]. \( \Omega \) is the opacity value at the point. Note that the term opacity is often used to denote the actual shadow. Here the term opacity is used for brevity to denote the accumulative extinction function. More precise term for \( \Omega \) will be opacity thickness as described in [Pattanaik 1993]. Note also that equation (6-1) is a simplified version of volume rendering equation given in equation (5-27).

In the deep shadow maps (DSM) [Lokovic2000], each pixel stores a piecewise linear approximation of the transmittance function instead of a single depth, yielding more precise shadow computation than DBSM. The transmittance function accounts for two important properties of hair.

- **Partial visibility:** In the context of shadow maps, the transmittance function can be viewed as a partial visibility function from the light’s point of view. If more hairs are seen along the path from the light, the light will be more attenuated (occluded), resulting in less illumination (shadow). As noted earlier (recall Figure 5-1), visibility can change drastically over the pixel’s extent. The transmittance function handles this partial visibility problem by correctly integrating and filtering all the contributions from the underlying geometry.

- **Translucency:** As noted in section 5.3 and section 5.4, a hair fiber not only absorbs, but also scatters and transmits the incoming light. Assuming that the hair fiber transmits the incoming
light only in a forward direction, the translucency is also handled by the transmittance function.

Despite the compactness and quality, however, DSM requires a significant amount of data initialization time. Due to the underlying data structure (linked list), hardware acceleration becomes difficult. When the volume changes in time with regard to the light (e.g. hair animation or interactive hair modeling), the generation cost can cancel out the computational benefit of the algorithm.

Opacity shadow maps (OSM) provide an alternative way to compute the transmittance function. Opacity shadow maps algorithm uses a set of parallel opacity maps oriented perpendicular to the light’s direction (Figure 6-2). By approximating the transmittance function with discrete planar maps, opacity maps can be efficiently generated with hardware. On each opacity map, the scene is rendered from the light’s point of view, clipped by the map’s depth (Figure 6-3). Instead of storing depth values, each pixel stores $\Omega$, the line integral of densities along the path from the light to the pixel. The opacity values from adjacent maps are then sampled and interpolated during rendering.

**Figure 6-2.** The opacity function $\Omega(l)$ shown in a solid gray curve is approximated by a set of opacity maps.
Although OSM resembles volume rendering [Drebin 1988] [Levoy 1989], a major distinction is that OSM uses a volume of explicit geometry primitives (points, lines, and polygons) instead of a sampled scalar-field (voxels). Thus, it does not incur high memory requirements for a full voxel data array. Also, OSM maintains the object space accuracy of the scene model unlike volume rendering where precision is subject to sampling density.

The idea of opacity maps was exploited in feature films. For example, in the movie 'Mission to Mars', a software renderer was used to render the sand-vortex sequence using an SGI origin machine with 16 processors [Lewis 2001]. However, these attempts do not consider hardware acceleration and hence the rendering took a substantial amount of time (about an hour per frame).

6.2.1 Basic Algorithm

Opacity shadow maps heavily rely on graphics hardware and operate on any bounded volumes represented by standard primitives such as points, lines and polygons. (In our context, hairs are represented as a cluster of lines.) The hair volume is sliced with a set of opacity map planes perpendicular to the light’s direction. The scene is rendered to the alpha buffer, clipped by each map’s depth. Each primitive contributes its associated alpha value. Each pixel in the map stores an alpha value that approximates the opacity relative to the light at the pixel’s position.

11 The alpha value is a user-controllable parameter that depends on the size (thickness) and the optical property (albedo) of hair. It also depends on the resolution of the opacity maps.
opacity values of adjacent maps are sampled and linearly interpolated at the position of each shadow computation point, to be used in a shadowed shading calculation.

The pseudo code in table 6-1 uses the following notation. P is the set of all the shadow computation sample points (or simply shadow samples). N is the number of maps and M is the number of shadow samples. \( D_i \) is the distance from the opacity map plane to the light \((1 \leq i \leq N)\). \( P_i \) is a set of shadow samples that reside between \( D_i \) and \( D_{i-1} \). \( p_j \) is jth shadow sample \((1 \leq j \leq M)\). \( \text{Depth}(p) \) returns a distance from p to the light. \( \Omega(p_j) \) stores the opacity at \( p_j \). \( \tau(p_j) \) is the transmittance at \( p_j \). \( B_{prev} \) and \( B_{current} \) are the previous and current opacity map buffers.

1. \( D_0 = \text{Min}(\text{Depth}(p_j)) \) for all \( p_j \) in P \((1 \leq j \leq M)\)
2. for \((1 \leq i \leq N)\) (Loop 1)
3. Determine the opacity map’s depth \( D_i \) from the light
4. for each shadow sample point \( p_j \) in P \((1 \leq j \leq M)\) (Loop 2)
5. Find \( i \) such that \( D_{i-1} \leq \text{Depth}(p_j) < D_i \)
6. Add the point \( p_j \) to \( P_i \)
7. Clear the alpha buffer and the opacity maps \( B_{prev}, B_{current} \).
8. for \((1 \leq i \leq N)\) (Loop 3)
9. Swap \( B_{prev} \) and \( B_{current} \).
10. Render the scene clipping it with \( D_{i-1} \) and \( D_i \).
11. Read back the alpha buffer to \( B_{current} \).
12. for each shadow sample point \( p_k \) in \( P_i \) (Loop 4)
13. \( \Omega_{prev} = \text{sample}(B_{prev}, p_k) \)
14. \( \Omega_{current} = \text{sample}(B_{current}, p_k) \)
15. \( \Omega = \text{interpolate} \left( \text{Depth}(p_k), D_{i-1}, D_i, \Omega_{prev}, \Omega_{current} \right) \)
16. \( \tau(p_k) = e^{-\kappa \Omega} \)

**Table 6-1.** Pseudo code for opacity shadow maps algorithm
In loop 1, the depth of each map is determined. Uniform slice spacing is reasonable for evenly distributed volumes (Figure 6-4a). When the structure of the volume is known, adaptive slicing (1D BSP) can be used such that tighter spacing is used in denser or more detailed regions (Figure 6-4b). Considering that regions farther from the light have ever-decreasing variations of shadows, a nonlinear partition conforms to perceptual sensitivity analogous to gamma correction (Figure 6-4c).

Prior to shadow rendering, shadow samples are produced. In volumetric clusters, the primitives tend to be very small and thus the endpoints of lines and the vertices of polygons often suffice. Thus, for each hair strand, we choose the endpoints of line segments used for local shading as shadow samples. More samples can be taken if needed. When many samples are required for each primitive, it may be useful to pre-compute the visibility and use only the visible points as shadow samples. Loop 2 prepares a list of shadow samples that belong to each buffer. The procedure makes the shadow computation time linear in the number of samples.

Each pixel in the map stores the opacity value, which is a summation that produces the integral term $\Omega$ in equation (6-2). Thus each primitive can be rendered antialiased with hardware support in any order\(^\text{12}\). The alpha buffer is accumulated each time the volume is drawn with the OpenGL blend mode `glBlendFunc(GL_ONE,GL_ONE)`. The depth buffer is disabled. Clipping in

\(^{12}\) The order can be arbitrary due to the commutative nature of addition (or integration).
line 10 ensures correct contribution of alpha values from the primitives and culls most primitives, speeding up the algorithm.

As loop 3 and 4 use only two opacity map buffers at a time, the memory requirement is independent of the total number of opacity maps computed. In loop 4, the shadow is computed only once for each sample. So, the amortized cost of the algorithm is linear in the number of samples. The overall complexity is $O(NM)$ since the scene is rendered for each map, but the rendering cost is low with hardware acceleration. With scene culling scheme, the observed complexity is close to $O(N)$.

The sample function in loop 4 can be any standard pixel sampling function such as a box filter, or higher-order filters such as Bartlett filter and Gaussian filter [Foley 1995]. For the examples shown in this chapter, a $3 \times 3$ averaging kernel is used. Such filtering is possible because alpha values are stored instead of depths. The sampled opacity values $\Omega_{\text{prev}}, \Omega_{\text{current}}$ are linearly interpolated for each point $p_k$.

$$\Omega(p_k) = t\Omega_{\text{current}} + (1.0 - t)\Omega_{\text{prev}}, t = (\text{Depth}(p_k) - D_{i-1})/(D_i - D_{i-1}) \quad (6-2)$$

A higher order interpolation may be used. For example, four buffers will be needed for a cubic-spline interpolation.

A volume turns opaque as the opacity $\Omega$ reaches infinity. The quantization in the alpha channel limits the maximum amount of opacity that a pixel can represent. A constant $\kappa$ in line 16 controls the scaling of opacity values such that $e^{-\kappa} = 2^{-d}$, where $d$ is the number of bits per pixel (for example, $\kappa$ is about 5.56 for 8 bit alpha buffer). Thus, an opacity value of 1.0 represents a complete opaqueness. The transmittance function for an opaque surface is a step function [Lokovic 2000]. Although step functions are approximated with a large number of maps, the integration of opaque objects is more efficiently achieved by adding a traditional depth buffer shadow map (Figure 6-5). Figure 6-5 shows selected opacity maps.

For shadowed shading, the color for each end point for each polyline is computed as
\[
\Psi_{Hair} = \Psi_{Ambient} + \tau(\Psi_{Diffuse} + \Psi_{Specular})
\] (6-3)

, where \(\tau\) is the computed transmittance approximation from (6-2), and the shading terms are computed with the shading functions described in section 5.4.

6.2.2 Result and Performance

The performance of the algorithm depends on three factors – the complexity of model (M), the number of maps (N) and the resolution of each map. The performance is tested with a hair model of about 340,000 lines (Figure 6-6). Opacity maps are created at a resolution of 512 x 512 with uniform slicing scheme. The rendering time is linear in the number of the maps (Figure 6-7).

Figure 6-5. Opacity shadow maps. Each \(i\)th map is shown from left to right, top to bottom (\(i = 1,6,14,26,40,52,60\)). The last figure shows a depth map for the opaque head and torso.

Figure 6-6: (a) Hair rendering without self-shadows. One directional light is positioned in front of the model (left side of the image) (b) Each opacity map is illustrated as a green rectangle. (c) Shadowed hair model (about 340,000 lines).
Loop 3 and 4 account for most of the calculation time. Other steps such as the bounding box calculation (0.09 sec), assigning shadow samples to the maps (2.21 sec), and object shadow map generation (0.24 sec) use constant time.

The slope of the graph in Figure 6-7 indicates the hardware’s performance. About 4 opacity maps per second are computed using an SGI 540 NT Workstation with a 550Mhz Pentium CPU that can render about five million triangles per second. The performance increases in accordance with the transfer rate of the graphics card, rendering rate, and the speed of the CPU (Figure 6-7b).

![Figure 6-7](https://via.placeholder.com/150)

**Figure 6-7** Rendering time measured in seconds. (a) Pentium 550 Mhz with PCI cobalt card (5M triangles /sec) (b) Pentium 700 Mhz with AGP nVidia GeForce3 (30M triangles /sec)
When the map resolution is small, the rendering rat (O(M) term) dominates the overall performance. On the other hand, when the map resolution is large, the buffer reading cost dominates the performance (O(N) term).

Figure 6-8a shows hair models rendered at various lighting conditions. Figure 6-8b shows a complex hair model rendered with and without shadows. In Figure 6-9, opacity shadow maps were used for rendering animal fur.

Figure 6-9. Rendering of animal fur
6.2.3 Discussion

Opacity shadow maps (OSM) provide a fast and memory efficient solution to rendering time-varying volumetric self-shadows such as hair animation without requiring any expensive preprocessing. OSM also provides the tradeoff between the speed and the quality by varying the number of maps. Thus, the user can quickly attain a preview of the shadow rendering, helping the light setup. For example, in an interactive hair modeling framework (chapter 4), using small number of opacity maps with low complexity hair model (section 4.7) enables interactive shadow updates during modeling. On the other hand, increasing the map resolution and the number of maps improves the quality of shadows.

For more efficient shadow updates, the hair volume could be spatially partitioned. Instead of drawing every volume, the line 7 of the algorithm can be rewritten as ‘load the stored alpha buffer for the volumes closer to the light’. The partitioning scheme can improve the performance and reduce memory requirements for the scene graph if OSM is used in an offline renderer.

In a complex geometry such as hairs, the self-shadowing procedure can be viewed as a convolution of two high frequency signals, one from the geometry, and the other from the shadows. The study of the human visual system indicates that humans do not easily separate one signal from such mixed signals [Bolin 1995]. OSM is essentially a low-pass filter for shadow signals. Due to

![Figure 6-10: A fur model rendered with 500 maps (left). One light is positioned at the left side of the image. Close-up views are shown on the right side, upper rows for a bright area (blue rectangle) and lower rows for a dark area (yellow rectangle). Note that artifacts are visible at brighter regions, but only with relatively small number of maps (N = 6).](image-url)
the perceptual effects of visual masking, the degradation in perceived quality may be lower than quantitative measures might predict (Figure 6-10).

There can be two sources of temporal aliasing in OSM. The piecewise linear approximation of opacity values can cause discontinuity in map boundaries, resulting in temporal aliasing with a small number of maps. Also, some low cost graphics cards do not support line antialiasing in hardware. Poor sampling of thin line can cause aliasing in generation of opacity maps. In our experiment, the higher order interpolation scheme combined with hardware antialiasing best approximates low-pass filter for shadow.

6.2.4 Comparison with Other Methods

Deep shadow maps (DSM) [Lokovic 2000] and OSM approximate the same property (transmittance) in different ways. DSM was originally developed in the context of scan conversion based software rendering system such as the photo-realistic RenderMan system [Upstill 1992]. The special data structure (linked list) is difficult to construct in any hardware-based approach. A good property of DSM is that once the shadow maps are created, the scene need not be stored at rendering steps. On the other hand, opacity maps require the scene graph to reside in memory all the time. This can be considered a weakness of OSM. However, OSM is targeted for time-varying volumes such as in hair animation. In the case volume does not change in time, OSM can be used as a preprocess for deep shadow maps, since the two methods essentially approximate the same transmittance.

Another commonly used method for rendering volumetric shadow is volume ray tracing (ray marching [Jensen 2001a]). Although volume ray tracing can be effective for relatively smooth and continuous medium such as clouds or smokes, the full volume ray tracing of hairs can incur high memory requirement to store voxel data. For example, in [Kong 1999], visible volume buffers are used to approximate shadows. Even with a resolution of $512^3$, the resulting shadows are subject to
aliasing. Also the rendering time and data initialization time rapidly increases as the resolution of volume increases. Table 6-2 and Table 6-3 compare opacity shadow maps with other methods.

<table>
<thead>
<tr>
<th></th>
<th>Deep shadow maps</th>
<th>Opacity shadow maps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generation method</td>
<td>Software (CPU)</td>
<td>Hardware</td>
</tr>
<tr>
<td>Number of passes</td>
<td>Single pass</td>
<td>Multiple passes (N-pass)</td>
</tr>
<tr>
<td>Computation time</td>
<td>O(M log M)</td>
<td>O(M)</td>
</tr>
<tr>
<td>Memory</td>
<td>O(M^{5/4})</td>
<td>O(M) (+scene graph)</td>
</tr>
</tbody>
</table>

Table 6-2. Comparison with deep shadow maps. M: number of samples

<table>
<thead>
<tr>
<th></th>
<th>Volume Rendering</th>
<th>Opacity Shadow Maps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Structure</td>
<td>Voxel data</td>
<td>Explicit geometry</td>
</tr>
<tr>
<td>Memory requirement</td>
<td>O(M^3)</td>
<td>O(M^3)</td>
</tr>
<tr>
<td>Precision</td>
<td>Voxel space accuracy</td>
<td>Image space accuracy</td>
</tr>
<tr>
<td>Preprocessing</td>
<td>Data conversion to voxels every frame.</td>
<td>No preprocessing</td>
</tr>
</tbody>
</table>

Table 6-3. Comparison with volume rendering

6.2.5 Extensions

As discussed in chapter 5, a hair fiber can scatter incoming lights in all the directions. Although the opacity shadow maps algorithm effectively handles forward scattering effect, multiple scattering is not accounted for in this method. Also, the shadow maps consider only single source light such as point sources, or directional lights. Soft shadows due to large area source light and natural illumination are not simulated with opacity shadow maps (or deep shadow maps). Figure 6-11 illustrates types of scattering to be handled in hair shadows.

![Figure 6-11](image.png)  
Figure 6-11. Different types of scattering that affect shadow pattern.
6.3 Anitionaliasing

Hair strands are so thin (0.03mm to 0.09mm) that they can produce a high frequency image in a normal viewing condition. The projected thickness of a hair strand in image space is often much smaller than the size of a pixel. This causes serious sampling problems called aliasing. Without correct sampling and filtering, a line drawing looks jagged (Figure 6-12a). The fraction of the pixel covered by the line should be correctly computed and weighted (Figure 6-12b). Many current graphics hardware can perform antialiased line drawing. However, a depth buffer contention problem happens when multiple lines overlap each other. One line fragment takes the ownership of the entire pixel, preventing other fragments from being drawn. This results in haloed lines, instead of correct blending of colors. Figure 6-11c illustrates results of hair rendering with and without antialiasing.

Recall from section 5.7 that, for correct blending, the contributions of all the hairs should be integrated as (equation (5-30)),

\[
I_{i,j} = \int_{s}^{r} \int_{t}^{s} f(s,t) \psi(i + 1/2 - s, j + 1/2 - t) ds dt
\]

Supersampling such as the accumulation buffer [McReynolds 1997] is an easy solution to this integration problem, but at the cost of increased time. As noted in section 5.1, the number of samples for hair rendering should be sufficiently large and the rendering time increases linearly.

Figure 6-12. (a) Aliased line drawing (b) Correctly filtered line drawing (c) Left: hair rendering without any antialiasing Right: hair rendering with antialiasing.
with the number of samples. Moreover, the antialiased line drawing option in OpenGL cannot be used since the correct result depends on the drawing order [McReynolds 1997].

Another way to compute the integration is the alpha blending [LeBlanc 1991]. Alpha blending requires correct visibility order (Figure 6-13). For each pixel, a list of primitives that cover any fraction of the pixel is created. These primitives are sorted in depth and the color of each primitive is blended from back to front order. The visibility order should be computed for every pixel in the image, an operation that can be expensive. Since the alpha blending should be done in software, the hardware accelerated line antialiasing is not utilized.

Alternatively, each line segment can be thought of as a thin rectangular polygon and existing visibility ordering algorithms for polygons may be employed [Newell 1972] [Snyder 1998]. However, these algorithms are targeted for polygonal models composed of hundreds to thousands polygons. Considering the number of hair strands ($10^4$-$10^5$), and sampling along each hair strand ($10^3$), the complexity may not be practical for these methods.
6.3.1 A Simple Visibility Ordering Algorithm

Antialiasing is performed in two steps. First, the visibility order of a given hair model is determined based on the distance to the camera (Figure 6-14). The bounding box of all the segments is sliced with planes perpendicular to the camera. Each bin, a volume bounded by a pair of adjacent planes (drawn as a colored bar in Figure 6-14), stores indices of segments whose farthest end point is contained by the bin. After other objects (e.g., a head mesh) are drawn, the depth buffer update is disabled. Then, the segments are drawn as antialiased lines such that the ones indexed by the farthest bin are drawn first.

The end points of polyline segments are grouped into a set of bins that slice the entire volume (Figure 6-14). The slab enclosing each point is found by

\[
i = \left\lfloor N \frac{D - D_{\text{min}}}{D_{\text{max}} - D_{\text{min}} + \varepsilon} \right\rfloor, \quad 0 \leq i < N
\]  

(6-3)
, where \( i \) is the index for the bin and \( N \) is the number of bin. \( D \) is the distance from the point to the image plane. \( D_{\text{min}} \) and \( D_{\text{max}} \) are minimum and maximum of such distances, respectively. \( \varepsilon \) is a constant such that 

\[
\varepsilon < \frac{D_{\text{max}} - D_{\text{min}}}{N}.
\]

Given a point \( \vec{p} \) and the camera positioned at \( \vec{c} \) looking in direction of \( \vec{d} \), the distance to the image plane is computed by

\[
D = (\vec{p} - \vec{c}) \cdot \vec{d}
\]

(6-4)

Proper visibility ordering of lines is difficult to obtain by depth sorting alone. When lines are nearly parallel to the image plane, the errors are small, provided the spacing between bins is dense enough. However, when line segments extend over many bins, the visibility order cannot be determined either by maximum depth or minimum depth. Such lines could be further subdivided. However, on the other hand, the pixel coverage of such a line tends to be small. For example, when a line is perpendicular to the image plane, the pixel coverage of the line is just a single pixel. From our experiment, using maximum depth for every line produces good results.

In drawing pass, each bin is drawn from the farthest to the closest. For each bin, the line segments whose farther points belong to the slab are drawn. Each line segment is drawn with hardware antialiasing. The color of each line segment is accumulated using

\[
\text{glBlendFunc(GL\_SRC\_ALPHA, GL\_ONE\_MINUS\_SRC\_ALPHA)}
\]

Although simple, the method is fast and converges to exact ordering as hair strands are drawn with more segments. The visibility-ordering algorithm runs at about 700,000 lines per second on a Pentium III 700Mhz CPU. Note that the algorithm shares many aspects with the shadow algorithm in the previous section, and it also makes full use of graphics hardware, if available. Since we keep relatively dense line segments for each hair strand, the algorithm produces visually satisfactory results. In the interactive modeling framework, the viewpoint does not change much from frame to frame (Figure 6-15). This coherence enables performing the visibility ordering periodically, not at
every frame. In contrast, depth buffer based super-sampling methods (e.g., accumulation buffer [McReynolds 1997]) must compute visibility at every frame.

In addition, the algorithm is independent of screen resolution, in contrast to the supersampling method or other alpha blending method that computes the visibility order on pixel-basis. As with any alpha blending method, the alpha values of segments can control the perceived thickness of hair strands. As strands become thinner, super-sampling methods would require more samples while alpha value changes suffice in the visibility-ordered hair model (Figure 6-16).

![Figure 6-15. Coherence of the visibility order. The image on the left was rendered using the visibility order from a viewpoint that was rotated by about 30 degree from the original viewpoint. The image in the middle was rendered with the correct visibility order. Pixel value differences are shown on the right. Although there are differences in the pixel values, these differences do not usually produce noticeable visual artifacts.](image)

![Figure 6-16. Effects of different alpha values. From left to right: \( \alpha = 0.09, 0.25, 0.60, 1.00. \)](image)
6.3.2 Discussion

Note that by increasing the number of line segments for each hair strand, one could achieve the exact visibility ordering. For example, if the length of each line segment is roughly equal to the width of each pixel, the visibility ordering is equivalent to sorting hair fragments per each pixel, as was done by [LeBlanc 1991], [Chang 2002]. Thus, as in the case of shadow rendering, the tradeoff between the quality and the speed of rendering can be controlled with the number of line segments per hair.

A benefit of the visibility ordering algorithm presented in this section is that one can fully utilize existing graphics hardware. Once the visibility order is computed, antialiased hair rendering is no less efficient than standard rendering method. One current limitation is that the pixel sampling is essentially through a box filter. A better reconstruction kernel could improve the image quality [Smith 1995]. Recent advances in graphics hardware promise that better reconstruction filters could be also incorporated in hardware for antialiased hair rendering in the near future [Deering 2002].

6.4 Conclusion

In this chapter, a set of hair rendering algorithms was described in detail. The polyline-based approach enables efficient hair rendering through the heavy use of existing graphics hardware. Currently, the limiting factor for the image quality is the memory constraint imposed by explicit hair models. In reality, each hair strand is essentially a smooth and curved object. However, in practice, the discrete approximation of each hair strand as a polyline produces a large number of line segments. The number of line segments (and hence the length of each line segment) is closely related to the accuracy of the shading calculation, shadow quality, and antialiasing, as well as the accuracy of the model shape. Increasing the number of line segments improves the image quality, but also increases the memory requirements to store all the intermediate end points.
The following recent advanced features in graphics hardware could be further exploited to increase the performance and the image quality and also to reduce the memory requirement. Direct use of spline curve rendering supported in OpenGL will eliminate the need of intermediate polyline points that incur high memory requirement. However, for this option to be used in hair rendering, the followings also should be considered concurrently.

- Shading calculation should be done inside the graphics pipeline – this may require the use of the programmable vertex/pixel shader [Lindholm 2001] [Upstill 1992]
- Shadows should be also accessible from the graphics pipeline – this may require the use of 3D textures to store shadow values. Having the ‘render-to-texture’ option [Möller 1999] would eliminate the high memory bandwidth between the GPU and main CPU to read the opacity maps back to main memory.
- Antialiasing should be also supported in hardware – either through supersampling [Deering 2002], or some new methods.

Although the current set of hardware does not meet all these requirements, the next generation graphics hardware might support all these functionality in the near future. This may lead to high quality real-time rendering of arbitrary hair models. There also exist avenues for extending the current rendering algorithms for better image quality. Throughout this chapter, many simplifications and approximations were made, to improve the speed of rendering algorithms to be used in an interactive rendering system. For better image quality, the followings may be considered.

- Any shadow map approach essentially assumes a controlled lighting environment. More general approach to compute shadows is needed to render more complex lighting situation, such as natural illumination.
Due to its implied computational expense, multiple scattering effects are ignored in existing hair rendering research. However, for some types of highly scattering hair fibers (e.g. blond), multiple scattering may prove essential for photorealistic hair image synthesis.

Combining above two, an efficient global illumination algorithm is needed. Recently, global illumination proved essential in rendering natural objects such as skin [Jensen 2001b]. Further investigation might yield an efficient hybrid algorithm that exploits advanced graphics hardware for realistic hair rendering.

This chapter concludes the report of my research work on hair rendering, especially aiming at developing an interactive hair rendering system that exploits existing graphics hardware as much as possible, for both the increased performance and improved image quality in hair rendering.
Chapter 7

7. Animation and Future work

This thesis focused mainly on two topics – modeling the structural aspect of human hair, and rendering the hair model. In this chapter, another important aspect of hair, animation, is discussed in detail. Although the main contributions of this thesis are not on animation, the challenges and findings in my own attempts for developing methods for hair animation are discussed in section 7.1 through 7.3. Ideas on extending the current modeling system are conceptualized in section 7.4. Finally, possible avenues for various future extensions are described in section 7.5.

7.1 Towards Interactive Hair Animation

In an attempt to incorporate a dynamics engine into the interactive modeling system, I built a simple system illustrated in Figure 7-1.

![Interactive hair modeling assisted by hair dynamics.](image)
In this example, the user grabs a hair wisp similar to the layered model [Plante 2001] and interactively manipulates the shape and position of the wisp by pulling it around. There are several issues before this simple system can be really useful for full hair animation or interactive modeling. Accurately simulating the motion of hair involves many issues described below.

- An efficient method is required to simulate the motion of each hair strand (or the skeleton of a wisp). Hair strands not only move freely but also deform on collisions between hair and other objects such as scalp and shoulder.

- Collisions should be detected and correctly handled. Hairs should not penetrate other parts of human body as well as other hairs.

- Hair is a viscous, deformable volume. The static charges and frictional forces often cause hairs to form a cluster. These large clusters often behave similarly to rigid bodies, but upon excessive forces or collisions, hairs tend to break and split away. Methods to simulate these complex interactions are needed.

- An animation technique should not be limited to a specific class of hairstyles.

- Often, hairstyles are restored to their original shape when external forces are removed. However, upon excessive forces, hair tends to lose its shape memory and deform into new shapes.

At the time of this thesis writing, there do not seem to exist any animation technique that can handle all these issues. Nevertheless, there are some notable advances in hair simulation. Each technique focuses on different aspects of the problem. In the following sections, I will discuss each aspect of hair animation.

### 7.2 Hair Strand Dynamics

Early work on hair animation mostly ignores the interactions between hairs and considers each hair strand as an independently moving entity [Anjyo 1992] [Daldegan 1993] [Kurihara 1993] [Rosenblum 1991]. The main focus is to simulate the motion of each individual hair strand. A hair
strand is a very pliable and deformable object. There can be three types of deformations – bending, twisting, and stretching. Among these effects, bending is the main source of hair motion. Each hair strand strongly resists stretching or shearing, but gets easily bent. Also, each hair strand tends to restore its shape when the cause of bending is removed.

7.2.1 Cantilever Beam and One Dimensional Angular Dynamics

The cantilever beam approach, introduced by Anjyo et al., treats each hair strand as a set of linked rigid rods [Anjyo 1992]. The static pose of each hair strand at rest is found by cantilever beam simulation for hair bending. Based on a simple formula describing the bending moment of each section of hair strand, the method computes the amount of bending for each section relative to its previous section. Hair motion is simulated using one-dimensional projective equations for hair dynamics. Simple ordinary differential equations are defined for two polar angles for each section. The external force is separately applied to each projected component of motion (azimuth and zenith angles). The motion is processed from top to bottom, where the position of the root is first processed and the positions of lower parts of the hair strand are recursively defined. This method is later used by Lee and Ko [Lee 2001], where they add collision handling schemes.

7.2.2 Forward Kinematics

More general alternatives for one-dimensional projective equations are the forward kinematics techniques developed in the field of robotics [Chang 2002] [Hadap 2001] [Pai 2002]. Hadap and Thalmann, for example, formulate the motion of each hair strand using the generalized coordinate formulation [Hadap 2001]. A hair strand is represented as a serial rigid multi-body chain. The motion of each hair strand is simulated with forward kinematic equations through the reduced coordinate formulation. A similar method is used in [Chang 2002], where the generalized coordinate formulation is used for each key hair strand that approximates the continuum model.

Since a hair strand is very thin, it has very large tensile strength compared to its bending and torsional rigidity. The strong tensile mode of motion can cause stiff set of equations that can be
numerically unstable. The benefit of using the forward kinematics method is that this stiffness can be avoided through the reduced coordinate formulation. On the other hand, interaction with environments should be formulated in terms of external forces. In some cases, correct handling of collision involves solving for the inverse kinematic equations, which can be costly to compute. For example, if the tip of long hair hits the shoulder, the entire hair strand should be accordingly bent due to the collision force. This type of response is difficult to formulate with forward kinematics techniques, as pointed out by [Plante 2001].

A more involved treatment for the simulation of thin solids is introduced in [Pai 2002]. The method is based on the Cosserat theory of elastic rods. The physical model reduces to a system of spatial ordinary differential equations that can be solved efficiently for typical boundary conditions. The model handles the important geometric non-linearity due to large changes in shape. It is demonstrated that the model can be used for interactive simulation of surgical sutures. However, it is not yet clear if this model is efficient enough to be used in the context of hair simulation where a large number of hair strands should be simulated.

### 7.2.3 Mass-Spring Simulation

The mass-spring system was first used in [Rosenblum 1991] for hair animation. In this formulation, each hair strand is modeled as a chain of mass-spring system (Figure 7-2). Hair is modeled as a set of particles connected by tensile, bending, and torsional springs. Treating each particle as a point mass, one can setup a set of governing differential equations of motion and try integrating them. However, the original

![Figure 7-2. Mass-spring-hinge model](attachment:mass_spring_hinge.png)
formulation by [Rosenblum 1991] suffered the stiffness problem – a hair strand strongly resists any linear stretching. Strong spring forces are required to simulate such stiffness, which in turn requires the time step size to be very small.

Recently, there were advances in mass-spring formulation, in the context of cloth simulation [Baraff 1998] [Desbrun 1999]. Implicit integration of the system continuously proves to be useful in a system involving stiffness. The implicit integration methods effectively smooth stiff linear spring forces, preventing the system from becoming unstable. A hair strand fiber could be simulated as one-dimensional set of mass-spring system [Fong 2001]. Implicit integration usually requires solving a linear system. For each hair strand, a linear system should be solved at each time step, which can be expensive. However, the specific system for hair has a block diagonal form that can be solved in a linear time. One benefit of mass spring formulation is that handling collision becomes straightforward. Another benefit is that one has more freedom in the connection topology than other methods. It is shown that a layered model simulating a hair wisp can be also formulated as a mass-spring system [Plante 2001].

In fact, there is no solution that outperforms other methods in every aspect. In general, articulated body and other methods based on angular dynamics have problems with handling collision. Collision handling is easier in mass-spring based simulation. On the other hand, angles are hard to preserve or constrain in these mass-spring systems. In contrast, articulated body simulation can easily achieve the torsional rigidity of a hair strand, so that a hair strand can retain its original shape.

7.3 Collision Detection and Interaction Handling

It can be visually distracting if a hair strand penetrates into other objects. Thus, a good collision detection algorithm is an essential starting point for a hair dynamics system. There exist various types of collision detection algorithms. To detect the collision between hairs and other scene objects, researchers have used use a simple ellipsoid-based pseudo force field [Anjyo 1992],
head hull layer [Lee 2001], 3D grid structure [Plante 2001], and a fluid dynamics model based on smooth particles [Hadap 2001].

Note that there are two interesting phenomena associated with hair/hair interaction – clustering and fluidness (Figure 7-3). At large scales, the attraction forces due to static charge tend to make hairs stick together. These forces tend to make a hair cluster move as a group and collide with other clusters. At smaller scales, each hair strand move independently, behaving like a continuous fluid. There are always transitions between these scales. A large, coherently moving cluster will split into smaller ones upon excessive external forces, or collision. Conversely, a group of freely moving hair strands will merge into a larger cluster due to the attraction forces and static charges. The amount of these transitions is related to the material properties of individual’s hair such as curliness, static charges, use of artificial styling products, etc. Smoother hairstyles will behave more like a continuous fluid, while hairstyles of many clusters will behave much like independent discontinuous rigid bodies. Many real hairstyles often have both properties mixed and the distinction between these two properties tends to be ambiguous.

Due to these complexities, hair/hair interaction has been mostly ignored in early work. Recently, researchers have developed a number of different schemes to handle hair/hair interaction for various model representations. Notable accomplishments include the layered wisp model [Plante 2001], the fluid dynamics model [Hadap 2001], and the key hair-based approach [Chang 2002].

![Figure 7-3. Two aspects of hair-hair interaction.](image)
Hadap and Thalmann pioneered a radical approach to model dense dynamic hair as a continuum by using a fluid dynamics model for hair motion [Hadap 2001]. Hair-hair collision is approximated by the pressure term in fluid dynamics while hair-hair friction is approximated by viscosity term. Single strand dynamics is solved using a multi-body open chain. Hair-air interaction is considered by integrating hair with an additional fluid dynamics system of air. This work presents a promising direction for the hair-hair interaction problem. Nonetheless, there are some limitations. The gradient may generate collision forces that are incompatible with the motion of hair since the pressure term has no knowledge of velocities of colliding hairs. Rather, these pressure terms are designed mainly to resist compression of the hair medium (e.g. stacking). This method can be very beneficial for smooth hairstyles that better obeys the continuum assumption. However, for more complex hairstyles, clustering effects are not accounted for and mechanisms for simulating discontinuous clusters are not considered. Without clustering effects, the animation may look too smooth.

The clustering effects are better captured with the layered wisp model [Plante 2001]. In this model, each hair cluster is represented as a deformable model and hair strands are interpolated inside each cluster. Each cluster is modeled as an anisotropic, viscous volume. The interaction behaviors between clusters are formulated differently depending on their relative orientations. When clusters are parallel to each other, clusters are allowed to penetrate each other, while the clusters are not allowed to penetrate when they are of different orientations. The skeleton of the hair wisp captures the global deformation, while the envelope captures local radial deformations. This scheme is useful for the simulation of long, thick hair. However, the lack of coherence between nearby clusters may cause excessive collisions, which may be objectionable for smoother hairstyles. Hair clusters are pre-determined before animation. In reality, clustering occurs dynamically.

The mutual hair interaction model by Chang et al. is based on the key hair method, where a sparse set of guide (key) hairs is used to represent the entire hair volume [Chang 2002]. In their
method, each key hair strand is modeled as a multibody open chain, similarly to [Hadap 2001]. A
dynamic continuum model is developed on this sparse representation. Long-range connections
among strands are modeled as breakable static links formulated as non-reversible positional springs.
While small motions do not alter the hairstyle, excessive forces may break these springs
permanently. Adaptive guide strands are generated on the fly and an auxiliary interpolation
scheme is used to complement the sparse representation. The use of sparse key hairs significantly
reduces the time needed to simulate hair-hair interaction, but also at the cost of reduced realism.
Especially, even when the static links between key hairs are broken, the interpolation itself is not
broken. These underlying interpolations scheme becomes increasingly problematic in case of
complex hairstyles where discontinuity plays an important role for the appearance of hairstyle.

The real complexity of hair motion lies in the fact that there are continuous transitions
between these types of hair-hair-interaction modes. A hair strand can move independently, moving
away from other hairs. This free hair can suddenly join a big hair cluster and move together with
other hairs. On the other hand, the coherently moving cluster can split into smaller clusters and
many independently moving hair strands. Note that each technique mentioned above deals with the
hair-hair interaction problem at each discrete level. The fluid continuum model [Hadap 2001]
mainly views the problem at strand level, while the layered wisp model [Plante 2001] and key hair
model [Chang 2002] mainly deals with the problem at cluster level. Realistic simulation of hair
motion essentially involves integrating these aspects in a continuous manner in the spirit of the
‘simulation level of detail systems’ [O’Brien 2001]. One could formulate the hair-hair interaction
problems in a multiresolution fashion, where dynamic clustering and splitting could be simulated.
In this aspect, next section describes ideas on how one could extend the multiresolution hair model
(chapter 4) for animation.
7.4 Multiresolution Framework for Hair Animation

This section proposes several options for extending the multiresolution hair representation for animation. At the highest level, the simplest way may be to provide the user with kinematics controls over root clusters. This way, the user can keyframe the motions of a small number of root clusters and all the other clusters at lower level will follow the motion the bind and update process. The motion of root clusters could be also generated through the layered wisp model [Hadap 2001]. Alternatively, existing strand based animation techniques [Anjyo 1991] [Hadap 2001] could be used to animate the lowest level strands. In this case, the restoration of the user defined hairstyles may become problematic since existing strand based techniques do not provide means of preserving the clustering effects.

Essentially, the key hair approach [Daldegan 1993] [Chang 2002] is just another form of representing hair clusters. It could be beneficial to combine key hair approaches with discontinuous wisp models. One could try fitting generalized cylinders between key hairs (e.g. four key hairs per each GC). This way, the continuous aspect of hair motion could be efficiently generated through key hair approach, while the multi-resolution hair model could maintain the necessary discontinuous clustering effects.

Ultimately, hair clusters should split and merge dynamically, automatically, and often partially. I anticipate that the dynamic clustering problem could be formulated as that of dynamically updating the hair tree, consistently changing the hair strand ownership. There seem two aspects in achieving this goal. In the current multiresolution modeling framework, the user specifies the level of subdivision for each hair cluster. In a top-down manner, this subdivision scheme could be automatically triggered based on conditions such as collision, the total mass of the cluster, extremity of the motion, etc. In a bottom-up manner, these subdivided clusters could be dynamically merged together based on conditions such as proximity of clusters, relative speed, compression, the user-defined degree of static attraction, etc. This way, existing hair-hair-
interaction mechanisms could be used in a continuous manner. For example, when each hair strand moves independently, one could employ the fluid model [Hadap 2001], while upon some threshold, cluster-based method [Plante 2001] could be triggered and vice versa.

7.5 Future Work

There exist many avenues for future research in any aspect of human hair. Some samples of the issues were discussed in previous chapters. The remaining issues are listed below.

On the modeling side, it could be beneficial to develop a user controllable hair-hair interaction operator. For example, continuity becomes often difficult to enforce with cluster-based models [Yang 2000] [Plante 2001]. An efficient way to stitch the generalized cylinders to form a continuous volume may be desired. An alternative way may be to use a bottom-up approach, where generalized cylinders are fit to strand based models. This way, hair models generated from other modeling system could be easily imported and edited. Also, constructing a gallery of hairstyle database will greatly reduce the amount of time to design each hairstyle. Likewise, it could be desirable to transfer hair models from one face mesh to another. Developing a fill-in algorithm for sparsely defined hairstyles could be another worthy direction. For example, a sparse set of hair strands generated from photographs [Grabli 2002] could be used as the initial guideline for such algorithm. Matching structural details could be synthesized with the copy-and-paste operations described in chapter 4.

On the rendering side, existing interactively rendering algorithms could be further improved as discussed in chapter 6. Although photo-realistic rendering was the main goal of this thesis, it can be often desirable to reduce the visual realism based on the intent of visualization. For example, a few line drawings often suffice to illustrate a certain hairstyle (chapter 2). Figure 7-4 illustrates a simple test scene for NPR rendering of a hair model. Refer to [Gooch 2001] for more detailed discussions on NPR algorithms.
Since hair shares many aspects with other volumetric objects in nature (clouds, smokes, leaves, etc.), it could be worthwhile to apply hair rendering algorithms for such objects. There also exist other domains where similar properties are desired. For example, efficient hair rendering algorithms could benefit the scientific flow visualization problems where the trajectory of a flow filed is often drawn as smooth lines similar to hair strands.

This thesis mainly dealt with long human hair. Short hairs such as beard, or animal fur can be also handled in the same framework, but a simpler method may be preferred (see [Berney 2000] [Bruderlin 1999] [Fong 2001]). Figure 7-5 illustrates an example fur modeling procedure that was used to produce the animal fur models in chapter 6. A number of texture maps were used to specify properties such as hair density, hair shape, and curliness.
7.6 Conclusion

Human hair presents challenges in every aspect of computer graphics. Each aspect (modeling, rendering, or animating) is a daunting task. At the beginning of my study, I was ambitious enough to address all these problems at the same time. Often, solving a single problem opened a dozen problems that I was not aware of. At times, I had to switch topics from modeling, to rendering, and to animation. Contributions made in this thesis grew out of a seemingly endless quest to find fundamental representations and algorithms for human hair, as illustrated in Figure 7-6.

I consider this thesis as just the starting point for numerous avenues for future research. Some of the issues were discussed in the thesis, but there are many issues not detailed here. To me, every problem in computer graphics is related to hair, and every single paper out there could potentially contribute to solving problems related to hair. I hope that this thesis could help motivate many other researchers to work on many aspects of human hair, building on the collective knowledge of this ever growing field of computer graphics.
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